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TRANSFORMATIONS OF TWO INDEPENDENT BROWNIAN MOTIONS AND ORTHOGONAL DECOMPOSITIONS OF BROWNIAN FILTRATIONS

Рассматриваются некоторые классы преобразований двух независимых броуновских движений. Приводится новое ортогональное разложение некоторых броуновских фильтраций.
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1. Introduction. Motivated by the Kyle–Back model of «insider trading», Föllmer, Wu, and Yor [8], [19] investigate some mathematical problems which appear in this context. We will give a brief outline of [19]: Wu and Yor consider certain classes of linear transformations of two independent Brownian motions and study their canonical decompositions. More precisely, let \((B_t)_{t\geq 0}\) and \((\tilde{B}_t)_{t\geq 0}\) be two independent Brownian motions defined on a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\). Consider semimartingales of the form

\[ dX_t = dB_t + Y_t dt, \]

where \(Y\) is linear in \(B\) and \(\tilde{B}\), and investigate when \(X\) is again a Brownian motion relative to its own filtration. Firstly, they consider the special case

\[ Y_t = f(t)\tilde{B}_t + g(t)B_t, \]

where \(f\) and \(g\) are two continuous functions satisfying some integral conditions, and obtain the following characterization: \(X_t\) is a Brownian motion if and only if \(f(t) = \pm \sqrt{\nu - \nu^2}/t\) and \(g(t) = -\nu/t\) for some \(\nu \in [0, 1]\). This study is an extension, to the case of two independent Brownian motions, of some results about noncanonical representations of Brownian motion of [6] (for \(f(t) \equiv 0\) and \(g(t) = -1/t\)) and [11] (for \(f(t) \equiv 0\) and \(g(t) = -\nu/t\)). Secondly, the authors consider the case, where \(Y\) depends linearly on \(X\) and \(\tilde{B}\), and characterize Brownian motions which are solutions of stochastic differential equation of the form

\[ X_t = B_t + \int_0^t (f(u)\tilde{B}_u + g(u)X_u) \, du, \]

(1)
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with $X_0 = 0$. In addition, they construct another Brownian motion in the natural filtration of $B$ and $\tilde{B}$, which is independent of $X$. Using the transformation $T(B)_t := B_t - \int_0^t u^{-1} B_u \, du$, which leaves invariant the Wiener measure, they get two sequences of Brownian motions which are independent of each other. This enables them to deduce a new orthogonal decomposition of Brownian filtrations. Now we give two general observations. First in order to characterize Brownian motions of the form (1) the approach used is based on the resolution of linear stochastic differential equation. This kind of equations comes from the theory of enlargement of filtrations (see [10], [11], [20], and [21]). Next, the orthogonal decomposition of the Brownian filtration is in fact related to the problem of constructions of noncanonical representations of Brownian motions which was first introduced by Lévy [17] and later developed by Hida [16] and Cramér [5]. This problem, which was studied extensively within the framework of stochastic filtering, belongs to the theory of impoverishment of filtrations. Recently, Hibino, Hitsuda, and Muraoka [14] obtained a unified expression of the Lévy examples by the use of an integral operator $K_L$ associated with a singular Volterra kernel and gave a general method to obtain a noncanonical representation of Brownian motion. This approach has its own interest in connection with a generalized Hardy inequality. We notice also that the transformation $T$ is closely related to the Hardy transform (see [20]). It is therefore interesting to explore the same questions as that in [19] from this point of view.

The paper is organized as follows.

In Section 2, in order to prepare our analysis, we introduce the definition of the Volterra operator $K_L$ and its adjoint $K_L^*$ and provide some additional properties which will be useful in the rest of the paper. In Section 3, as in [19] we construct, with the help of the operator $(I - \lambda K_L^*)$, two independent Brownian motions $X$ and $Y$ in the natural filtration of $B$ and $\tilde{B}$ having a noncanonical Volterra representation (i.e., $\mathcal{F}_t^{(X,Y)} \subsetneq \mathcal{F}_t^{(B,\tilde{B})}$). In Section 4, by using the method of iteration we get two new sequences of Brownian motions which are independent of each other that enables us to construct a new orthogonal decomposition of the filtration generated by $X$ and $Y$.

2. Generalized Hardy operators. At the beginning, let us recall the Hardy transform given by

$$H: L^2[0,1] \to L^2[0,1], \quad f \mapsto Hf: t \to \frac{1}{t} \int_0^t f(s) \, ds, \quad (2)$$

The adjoint of $H$, which we denote by $\tilde{H}$, is given by

$$\tilde{H}(f)(t) = \int_t^1 \frac{f(s)}{s} \, ds, \quad f \in L^2([0,1]).$$
It is well known that the operator \( K = H \) or \( \tilde{H} \) satisfies Hardy’s \( L^2 \) inequality:
\[
\left( \int_0^1 (Kf)^2(s) \, ds \right)^{1/2} \leq 2 \left( \int_0^1 f^2(s) \, ds \right)^{1/2}.
\] (3)

Let \( g = (g_1, \ldots, g_N) \), \( g_i \in L^2[0,1] \), \( i = 1, \ldots, N \), be a linearly independent system. We define the operator \( K_g \) on \( L^2([0,1]) \) by
\[
(K_g \alpha)(t) = g^\top(t) G^{-1}(t) \int_0^t g(s) \alpha(s) \, ds,
\] (4)
where
\[
g^\top(t) = (g_1(t), \ldots, g_N(t))^\top,
\]
\[
G(t) = \int_0^t g^\top(s) g(s) \, ds = \left( \int_0^t g_i(s) g_j(s) \, ds \right)_{i,j=1,\ldots,N},
\]
\[
\int_0^t g(s) \alpha(s) \, ds = \left( \int_0^t g_1(s) \alpha(s) \, ds, \ldots, \int_0^t g_N(s) \alpha(s) \, ds \right)^\top.
\]

Here \( g^\top \) stands for the transpose of \( g \) and \( G(t) \) is the Grammian matrix of \( g \) and its inverse matrix. Here we note that \( G^{-1}(t) \) exists, since \( g_i \)'s are linearly independent.

It is well known (see [14]) that \( K_g \) is a bounded operator and satisfies
\[
\|K_g \alpha\| \leq 2\|\alpha\| \quad \forall \alpha \in L^2([0,1]),
\] (5)
and
\[
\text{Ker}(I - K_g) = \text{LS} \{g_1, \ldots, g_N\},
\] (6)
where \( \text{LS} \{g_1, \ldots, g_N\} \) stands for the linear span of \( \{g_1, \ldots, g_N\} \). Moreover, for \( \lambda \in [0, \frac{1}{2}] \) the operator \( (I - \lambda K_g) \) is invertible and for \( N = 1 \) and \( \lambda \in ]\frac{1}{2}, 1] \) we have
\[
\text{Ker}(I - \lambda K_g) = \text{LS} \left\{ g(\cdot) \left( \int_0^\cdot g^2(s) \, ds \right)^{\lambda - 1} \right\}.
\] (7)

On the other hand, the adjoint operator \( K_g^* \) for \( K_g \) is given by
\[
(K_g^* \alpha)(t) = g^\top(t) \int_t^1 G^{-1}(s) g(s) \alpha(s) \, ds
\] (8)
and satisfies
\[
\|K_g^* \alpha\| \leq 2\|\alpha\| \quad \forall \alpha \in L^2([0,1]).
\] (9)

The above inequality follows from the fact that \( \|K_g^* \alpha\|^2 = 2\langle \alpha, K_g^* \alpha \rangle \).

Remark 1. Inequalities (5) and (9) generalize the Hardy’s \( L^2 \) inequality (3) which corresponds to the case when \( g(t) = 1 \) for all \( t \in [0,1] \).

We will give some properties of the operators \( K_g \) and \( K_g^* \).
First, \((I - K_g^*)\) is an isometric operator on \(L^2([0,1])\) and we have
\[
(I - K_g)(I - K_g^*) = I.
\]
By an easy calculation, we find
\[
(\alpha, \beta) = ((I - K_g)(I - K_g^*)\alpha, \beta)
= (\alpha, \beta) - (K_g\alpha, \beta) - (K_g^*\alpha, \beta) + (K_g^*\alpha, K_g^*\beta),
\]
which implies
\[
(K_g\alpha, \beta) + (K_g^*\alpha, \beta) = (K_g^*\alpha, K_g^*\beta) = (\alpha, K_g^*\beta) + (K_g^*\alpha, \beta). \quad (10)
\]
Now, we look to some functions \(g\) for which \((I - K_g^*)\) take a simple form. Especially, in the case of \(g(t) = t^a, a > 0\), we have
\[
(K_g^*I_{[0,t]})(u) = \frac{2a+1}{a} \left(1 - \left(\frac{u}{t}\right)^a\right)I_{[0,t]}(u).
\]
Inequality (9) implies that \(\|K_g^*\| < 2\). So for \(|\lambda| < \frac{1}{2}\) the operator \((I - \lambda K_g^*)\) is invertible and its inverse can be expressed as follows:
\[
(I - \lambda K_g^*)^{-1} = \sum_{n \geq 0} \lambda^n (K_g^*)^n.
\]
It is not difficult to show that, for \(\phi, \varphi \in L^2([0,1])\), we have
\[
\langle (I - \lambda K_g^*)\phi, (I - \lambda K_g^*)\varphi \rangle = \langle (I - (1 - \lambda)K_g^*)\phi, (I - (1 - \lambda)K_g^*)\varphi \rangle,
\]
which implies that
\[
\|(I - \lambda K_g^*)(I - (1 - \lambda)K_g^*)^{-1}\alpha\| = \|\alpha\|, \quad (11)
\]
for any \(\lambda \in [-\frac{1}{2},1]\) and \(\alpha \in L^2([0,1])\). In other words, the operator \((I - \lambda K_g^*)(I - (1 - \lambda)K_g^*)^{-1}\) is an isometric operator in \(L^2([0,1])\).

3. A class of transformations of two Brownian motions. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete probability space and \((B_t)_{0 \leq t \leq 1}\) a standard Brownian motion with respect to its canonical filtration \((\mathcal{F}_t^B)_{0 \leq t \leq 1}\). Let \((\tilde{B}_t)_{0 \leq t \leq 1}\) be another standard Brownian motion on the same probability space which is independent of \((B_t)_{0 \leq t \leq 1}\). Deheuvels [6] has shown that if \(g\) is a measurable function such that
\[
\int_0^t \sqrt{u}|g(u)| \, du < +\infty, \quad \text{for all} \quad t \leq 1, \quad (12)
\]
then the process \((\tilde{X}_t)_{0 \leq t \leq 1}\) defined by \(\tilde{X}_t = B_t + \int_0^t g(u)B_u \, du\) is a Brownian motion if and only if \(g(t) = 0\) or \(g(t) = -1/t\). In this case the process \(\tilde{X}_t\) takes the form
\[
\tilde{X}_t = B_t - \int_0^t \frac{B_u}{u} \, du.
\]
If we consider the transformation $T$ defined by $T(B)_t = B_t - \int_0^t u^{-1}B_u \, du$ ($0 \leq t \leq 1$), then we see that $T$ transforms the original Brownian motion into the new one. That is, $T$ leaves the Wiener measure invariant. We notice also that this transformation is closely related to the Hardy transform (2). A complete study of this transformation can be found in [11].

Recently, Wu and Yor [19] generalized this result to the case of two Brownian motions by considering the process $X$ given by

$$X_t = B_t + \int_0^t (f(u)B_u + g(u)\tilde{B}_u) \, du,$$

where $f$ and $g$ are continuous and satisfy (12). They obtained that $X_t$ is a Brownian motion if and only if $f(t) = \pm \sqrt{\nu - \nu^2/t}$ and $g(t) = -\nu/t$ for some $\nu \in [0, 1]$. In this case the process $X_t$ takes the form

$$X_t = B_t - \int_0^t \left( \frac{\nu}{u} B_u \pm \frac{\sqrt{\nu - \nu^2}}{u} \tilde{B}_u \right) \, du.$$

We note that the study of these processes has some applications in the context of financial equilibrium model (see [8]).

Taking into account Remark 1, it seems interesting for us to study some similar questions to the above one by using the operator $(I - K_\nu^*)$. Recall that this approach was used initially to construct some noncanonical representations of Brownian motion and then to evaluate the loss of the quantity of information for these representations. Before we continue our discussion, we note that the Gaussian structure facilitates the proofs of our results. On the other hand, it enables us to show that some properties may be deduced easily from a simple computation of the covariance function. Before stating the principal result of this section, denote

$$X^\lambda := \int (I - \lambda K_\nu^*) I_{[0,t]}(u) \, dB_u,$$

where $\lambda \in \mathbb{R}$ and $0 \leq t \leq 1$.

Remark 2. It follows from (11) that, for $\lambda \in \left[\frac{1}{2}, 1\right]$, the process

$$B^\lambda_t = \int (I - \lambda K_\nu^*) (I - (1 - \lambda)K_\nu) \, dB_u$$

is a Brownian motion with respect to its own filtration and

$$H_t(B) = H_t(B^\lambda) \oplus LS \left\{ \int_0^t g(s) \left( \int_0^s g^2(u) \, du \right)^{\lambda-1} \, dB_s \right\}.$$

In other words, the representation (14) of $B^\lambda$ is noncanonical with respect to $B$. 
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Theorem 1. (a) For any $\lambda \in \mathbb{R}$,
\[
\{X^\lambda_t; \ 0 \leq t \leq 1\} \overset{\text{law}}{=} \{X^{1-\lambda}_t; \ 0 \leq t \leq 1\}.
\]

(b) Representation (13) of $X^\lambda$ is canonical with respect to $B$ if and only if $\lambda \leq \frac{1}{2}$.

(c) For $\lambda \in \left[\frac{1}{2}, 1\right]$, $X^\lambda$ is canonically represented with respect to $B^\lambda$ as follows:
\[
X^\lambda_t = \int (I - (1 - \lambda)K^*_g) I_{[0,t]}(u) dB^\lambda_u.
\]

(d) For any $\lambda \not\in [0,1]$,
\[
\{X^\lambda_t; \ 0 \leq t \leq 1\} \overset{\text{law}}{=} \left\{B_t \pm \sqrt{\lambda^2 - \lambda} \int K^*_g I_{[0,t]}(u) d\tilde{B}_u; \ 0 \leq t \leq 1\right\}.
\]

(e) For any $\lambda \in [0,1]$, the process
\[
X^\pm_t := \int (I - \lambda K^*_g) I_{[0,t]}(u) dB_u \pm \int \sqrt{\lambda - \lambda^2} K^*_g I_{[0,t]}(u) d\tilde{B}_u \quad (15)
\]
are Brownian motions.

Proof. All processes are Gaussian, therefore in order to show (a)–(e) it is enough to prove that the covariances on both sides are equal.

The proof of (a) and (b) can be found in [13].

(c) Since for $\lambda \in \left[\frac{1}{2}, 1\right]$ we have $(1 - \lambda) < \frac{1}{2}$, assertion (c) follows from the definition of $B^\lambda$ and assertion (b).

(d) Using (10) the covariance of
\[
X^\lambda_t = \int (I - \lambda K^*_g) I_{[0,t]}(u) dB_u
\]
is given by
\[
\mathbb{E}(X^\lambda_t X^\lambda_s) = \int (I - \lambda K^*_g) I_{[0,t]}(u)(I - \lambda K^*_g) I_{[0,s]}(u) \, du
\]
\[
= t \wedge s - \lambda(K^*_g I_{[0,t]}, I_{[0,s]}) - \lambda(K^*_g I_{[0,s]}, I_{[0,t]})
\]
\[
+ \lambda^2(K^*_g I_{[0,t]}, K^*_g I_{[0,s]})
\]
\[
= t \wedge s - \lambda(K^*_g I_{[0,t]}, K^*_g I_{[0,s]}) - \lambda^2(K^*_g I_{[0,t]}, K^*_g I_{[0,s]})
\]
\[
= t \wedge s - \lambda(K^*_g I_{[0,t]}, K^*_g I_{[0,s]}).
\]

On the other hand, the covariance of $\tilde{X}^\lambda_t = B_t \pm \sqrt{\lambda - \lambda^2} \int K^*_g I_{[0,t]}(u) d\tilde{B}_u$ is equal to
\[
\mathbb{E}(\tilde{X}^\lambda_t \tilde{X}^\lambda_s) = t \wedge s + (\lambda^2 - \lambda)(K^*_g I_{[0,t]}, K^*_g I_{[0,s]}). 
\]
(e) The covariance of $X_t^\pm$ is equal to
\[
E(X_t^\pm X_s^\pm) = E(X_t^\lambda X_s^\lambda) + (\lambda - \lambda^2)(K^*_g I_{[0,t]}, K^*_g I_{[0,s]}) \\
= t \wedge s + (\lambda^2 - \lambda)(K^*_g I_{[0,t]}, K^*_g I_{[0,s]}) \\
+ (\lambda - \lambda^2)(K^*_g I_{[0,t]}, K^*_g I_{[0,s]}) = t \wedge s,
\]
which implies that the processes $X^\pm$ are Brownian motions.

Theorem 1 is proved.

Now, if we exchange the roles of $B$ and $\tilde{B}$ in (15) we can easily check that the resulting processes
\[
\tilde{X}_t^\pm := \int (I - \lambda K^*_g) I_{[0,t]}(u) d\tilde{B}_u \pm \int \sqrt{\lambda - \lambda^2} K^*_g I_{[0,t]}(u) dB_u
\]
are Brownian motions.

A natural question arises: Are they independent of $X^\pm$? To answer this question it is enough to calculate
\[
E(X_t^\pm \tilde{X}_s^\pm) = \sqrt{\lambda - \lambda^2} \left\{ \langle (I - \lambda K^*_g) I_{[0,t]}, K^*_g I_{[0,s]} \rangle \\
- \langle (I - \lambda K^*_g) I_{[0,s]}, K^*_g I_{[0,t]} \rangle \right\} \\
= \sqrt{\lambda - \lambda^2} \left\{ \langle I_{[0,t]}, K^*_g I_{[0,s]} \rangle - \langle I_{[0,s]}, K^*_g I_{[0,t]} \rangle \right\} \\
= \sqrt{\lambda - \lambda^2} \langle I_{[0,s]}, (K^*_g - K^*_g) I_{[0,t]} \rangle.
\]
We conclude then that for any given $t$ the variables $X_t^\pm$ and $\tilde{X}_t^\pm$ are independent. But the processes $X^\pm$ and $\tilde{X}^\pm$ are not independent; hence we look for other Brownian motions which might be independent of $X$. This is given in the following proposition.

**Proposition 1.** For any $\lambda \in [0,1]$, the processes $Y^\pm$ defined by

\[
Y_t^\pm := \int (I - (1 - \lambda) K^*_g) I_{[0,t]}(u) d\tilde{B}_u \pm \int \sqrt{\lambda - \lambda^2} K^*_g I_{[0,t]}(u) dB_u
\]
(16)

are Brownian motions; each of them is independent of the corresponding process $(X^\pm)$ as defined in (15).

**Proof.** First notice that $\sqrt{(1 - \lambda) - (1 - \lambda)^2} = \sqrt{\lambda - \lambda^2}$. On the other hand, by changing $B$ and $\tilde{B}$ in (15) we can see that the processes $Y_t^\pm$ have the same form as $X_t^\pm$. So, we obtain that the resulting processes are Brownian motions. That is, the processes $Y^\pm$ are Brownian motions. We have
\[
E(X_t^\pm Y_s^\pm) = \sqrt{\lambda - \lambda^2} \left\{ \langle (I - (1 - \lambda) K^*_g) I_{[0,s]}, K^*_g I_{[0,t]} \rangle \\
+ \langle (I - \lambda K^*_g) I_{[0,t]}, K^*_g I_{[0,s]} \rangle \right\} \\
= \sqrt{\lambda - \lambda^2} \left\{ \langle I_{[0,s]}, K^*_g I_{[0,t]} \rangle - \langle K^*_g I_{[0,s]}, K^*_g I_{[0,t]} \rangle \\
+ \langle I_{[0,t]}, K^*_g I_{[0,s]} \rangle \right\} = 0,
\]
where the last equality follows from (10). Moreover, $\mathbf{E}(X^+_t Y^+_s) = \mathbf{E}(X^+_s Y^+_t) = 0$, for all $s \leq t$, and the same for $X^-$ and $Y^-$ which complete the proof.

Now, we discuss some questions about the natural filtrations of $X^\pm$, $Y^\pm$, $B$, and $\bar{B}$. It is well known (see [5]) that if

$$H_t(X^\pm) = H_t(B) \oplus H_t(\bar{B}), \quad t \in (0, 1),$$

then the expansion (15) is the canonical representation or Crâmer representation of the process $X^\pm$. A necessary and sufficient condition is given in the following lemma.

**Lemma 1.** Representation (15) is canonical if and only if the family

$$\left\{(I - \lambda K^*_g) I_{[0, t]}(u), \sqrt{\lambda - \lambda^2} K^*_g I_{[0, t]}(u)\right\}$$

is complete in $L^2([0, t])$.

For a more general version of this result the reader can consult Lemma 3.1 in [5].

**Proposition 2.** (i) For any $\lambda \in [0, 1]$ and $t \geq 0$, the filtration generated by $X^\pm$ and $Y^\pm$ is strictly smaller than that generated by $B$ and $\bar{B}$, i.e.,

$$\mathcal{F}_t^{X^\pm} \oplus \mathcal{F}_t^{Y^\pm} \subsetneq \mathcal{F}_t^{B} \oplus \mathcal{F}_t^{\bar{B}}.$$

Moreover, we have

$$H_t(B, \bar{B}) = H_t(X^+, Y^+) \oplus \text{LS} \left\{ \int_0^t g(s) d(\sqrt{\lambda} B_s - \sqrt{1 - \lambda} \bar{B}_s) \right\},$$

$$H_t(B, \bar{B}) = H_t(X^-, Y^-) \oplus \text{LS} \left\{ \int_0^t g(s) d(\sqrt{\lambda} B_s + \sqrt{1 - \lambda} \bar{B}_s) \right\}.$$

(ii) For any $\lambda \in [0, 1]$ and $t \geq 0$,

$$\mathcal{F}_t^{X^\pm \pm \sqrt{\lambda/(1-\lambda)}Y^\pm} = \mathcal{F}_t^{B^\pm \sqrt{\lambda/(1-\lambda)}\bar{B}}.$$

**Proof.** (i) Since any element of $H_t(B, \bar{B})$ is a linear combination of $B_s, \bar{B}_s, s \leq t$, or its limit, it is sufficient to prove that for $f, h \in L^2[0, 1]$ the expectations

$$\mathbf{E} \left(X^\pm_s \left( \int_0^t f(u) dB_u + \int_0^t h(u) d\bar{B}_u \right) \right)$$

and

$$\mathbf{E} \left(Y^\pm_s \left( \int_0^t f(u) dB_u + \int_0^t h(u) d\bar{B}_u \right) \right)$$

are equal to 0 for all $s \leq t$ if and only if $h = \mp \sqrt{(1 - \lambda)/\lambda} f$ and $f \in \text{LS} \{g\}$. That is, the variable $(\int_0^t g(s) d(\sqrt{\lambda} B_s - \sqrt{1 - \lambda} \bar{B}_s))$ (respectively,
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\[ \int_0^t g(s) d(\sqrt{\lambda} B_s + \sqrt{1-\lambda} \tilde{B}_s) \] is independent of \( \mathcal{F}_t^{X^+} \oplus \mathcal{F}_t^{Y^+} \) (respectively, \( \mathcal{F}_t^{X^-} \oplus \mathcal{F}_t^{Y^-} \)).

(ii) Follows directly from the relation

\[ X_t^\pm = B_t \pm \sqrt{\frac{\lambda}{1-\lambda}} \tilde{B}_t, \quad \text{for all} \quad t \geq 0. \]

This completes the proof.

Remark 3. Let \( \alpha = (\sqrt{\lambda}, \mp \sqrt{1-\lambda}) \). Then the (two-dimensional) Brownian motion \((X^\pm, Y^\pm)\) given by

\[
X_t^\pm = B_t - \left( \int \sqrt{\lambda - \lambda^2} K_g^* I_{[0,t]}(u) dB_u \right),
\]

\[
Y_t^\pm = \tilde{B}_t - \left( \int \sqrt{1 - \lambda^2} K_g^* I_{[0,t]}(u) dB_u + \int (1 - \lambda) K_g^* I_{[0,t]}(u) d\tilde{B}_u \right)
\]

can be rewritten as

\[
(X_t^\pm, Y_t^\pm) = (B_t, \tilde{B}_t) - \alpha^T \alpha \int K_g^* I_{[0,t]}(u) dB_u, \tilde{B}_u.\]

It seems natural to us to extend the result of Proposition 2 to the \(n\)-dimensional case in the following way. Let \( \{B_t = (B_{1t}, \ldots, B_{nt}), t \geq 0\} \) be an \(n\)-dimensional Brownian motion and let \( \alpha = (\alpha_1, \ldots, \alpha_n) \) be such that \( \sum_{i=1}^{n} \alpha_i^2 = 1 \). Then the process

\[ X_t = B_t - \alpha^T \alpha \int K_g^* I_{[0,t]}(u) dB_u \]

is an \(n\)-dimensional Brownian motion which satisfies

\[ H_t(B) = H_t(X) \oplus \sigma \left\{ \sum_{i=1}^{n} \alpha_i \int_0^t g(s) dB_s^i \right\}. \]

This result can be seen as an extension of Theorem 2.2 in [19] and a particular case of [15].

4. An orthogonal decomposition of Brownian filtrations. We start by pointing out an orthogonal decomposition of the Brownian filtration due to Hibino, Hitsuda, and Muraoka [14]. Let \( \{B_t\}_{t \geq 0} \) be a standard Brownian motion and define the process

\[ B_t^g := \int_0^t (I - K_g^*) I_{[0,t]}(u) dB_u. \] \hspace{1cm} (17)

In [14] it has been shown that the canonical filtration \( (\mathcal{F}_t^B) \) of \( \{B_t\}_{t \geq 0} \) can be decomposed into the direct sum of two independents \(\sigma\)-algebras:

\[ \mathcal{F}_t^B = \mathcal{G}_t \oplus \sigma \left( \int_0^t g(u) dB_u \right). \] \hspace{1cm} (18)
for all \( t \geq 0 \), where the \( \sigma \)-algebra \( \mathcal{F}_t \) is given by \( \mathcal{F}_t := \sigma(B_s^g; \ s \leq t) \). Using the Gaussian structure of \( (B_t)_{t \geq 0} \) we can see that (18) is equivalent to

\[
H_t(B) = H_t(B^g) \oplus \text{LS} \left\{ \int_0^t g(u) \, dB_u \right\},
\]

where \( H_t(B) \) (respectively, \( H_t(B^g) \)) is the Gaussian space associated with \( B \) (respectively, \( B^g \)) and \( \text{LS} \{ \int_0^t g(u) \, dB_u \} \) means the linear span of \( \{ \int_0^t g(u) \, dB_u \} \).

Iterating this procedure, one can construct a new family of Brownian motions \( B^g_t \) defined by

\[
B^g_t := \int_0^t (I - K^g_t)^N I_{[0,t]}(u) \, dB_u,
\]

and get an orthogonal decomposition of \( \mathcal{F}_t \) and \( H_t(B) \) as follows:

\[
\mathcal{F}_t = \mathcal{F}_t^{B^g} \oplus \bigoplus_{k=1}^N \sigma \left( \int_0^t (I - K^g_t)^{k-1} g(u) \, dB_u \right),
\]

\[
H_t(B) = H_t(B^g) \oplus \bigoplus_{k=1}^N \text{LS} \left\{ \int_0^t (I - K^g_t)^{k-1} g(u) \, dB_u \right\}.
\]

**Remark 4.** The fact that \( \{ (I - K^g_t)^k g; \ k \in \mathbb{N} \} \) corresponds to the orthogonalization of \( \{ \varphi_k(s) = g(s)(\ln \int_0^s g^2(u) \, du)^{k-1}; \ k \in \mathbb{N} \} \) which is complete in \( L^2([0,t]) \) leads to conclude that

\[
\mathcal{F}_t = \bigoplus_{k=1}^{\infty} \sigma \left( \int_0^t (I - K^g_t)^{k-1} g(u) \, dB_u \right),
\]

\[
H_t(B) = \bigoplus_{k=1}^{\infty} \text{LS} \left\{ \int_0^t (I - K^g_t)^{k-1} g(u) \, dB_u \right\}.
\]

In terms of filtrations, this is due to the fact that \( \mathcal{F}_t^{B^g} \) decreases as \( N \to \infty \) to the trivial \( \sigma \)-field. On the other hand, we conclude that for fixed \( t \geq 0 \), the sequence \( \{ \int_0^t g(u) \, dB_u^N; \ N \geq 0 \} \) is not strongly \( L^2 \)-convergent, but converges weakly to 0 in \( L^2 \). For more details on the subject the reader can consult [11], [12], and [19].

### 4.1. A first construction of orthogonal decompositions of Brownian filtrations

We start by establishing the connection with a result of [19] on construction of orthogonal decomposition of Brownian filtrations. Let \( (B_t) \) and \( (\bar{B}_t) \) be two independent Brownian motions. Consider the function \( g(t) = t^a, \ t \in [0,1], \) and \( \lambda = a/(2a + 1), \) where \( a > 0 \). In this case the processes defined by (15) can be written as follows:

\[
X_t^\pm = \int_0^t \left( \frac{u}{t} \right)^a \, dB_u \pm \int_0^t \sqrt{\frac{a + 1}{a} \left( 1 - \left( \frac{u}{t} \right)^a \right)} \, d\bar{B}_u,
\]
and are Brownian motions.

Let \( c = \pm \sqrt{a/(a+1)} \), then \( 0 \leq |c| < 1 \) and \( a = c^2/(1-c^2) \). In this case the processes \( X_t^\pm \) take the form

\[
X_t^\pm = \int_0^t \left( \frac{u}{t} \right)^a d\tilde{B}_u + \frac{1}{c} \int_0^t \left( 1 - \left( \frac{u}{t} \right)^a \right) d\tilde{B}_u,
\]

and satisfy the stochastic differential equation

\[
dX_t^\pm = dB_t + \frac{c\tilde{B}_t - c^2X_t^\pm}{(1-c^2)t} dt.
\]

It follows from Proposition 1 that the corresponding processes

\[
Y_t^\pm = \frac{1}{c} \int_0^t \left( 1 - \left( \frac{u}{t} \right)^a \right) d\tilde{B}_u - \int_0^t \left( \frac{1}{a} \frac{a+1}{a} \left( \frac{u}{t} \right)^a \right) d\tilde{B}_u
\]

are Brownian motions; each of them is independent of \( X^\pm \). Moreover, they satisfy the following stochastic differential equation:

\[
dY_t^\pm = d\tilde{B}_t + \frac{cB_t - (1-c^2)\tilde{B}_t - c^2Y_t^\pm}{(1-c^2)t} dt.
\]

We point out that these processes as well as their filtrations were well studied by Wu and Yor in [19]. Iterating this procedure, since \( T \) transforms two independent Brownian motions into two ones, Wu and Yor define two sequences of stochastic processes \( X_{*,n+1}^\pm \) and \( Y_{*,n+1}^\pm \) which are independent of each other. This allows them to get a new orthogonal decomposition of Brownian filtrations.

It is well known that if \( (B_t)_{t \geq 0} \) is a Brownian motion, then the process \( (B_t^\pm, \mathcal{F}_t^\pm)_{t \geq 0} \) defined in (17) is a Brownian motion and its natural filtration \( (\mathcal{F}_t^\pm)_{t \geq 0} \) is strictly smaller than \( (\mathcal{F}_t)_{t \geq 0} \). On the other hand, since \( (B_t)_{t \geq 0} \) and \( (\tilde{B}_t)_{t \geq 0} \) are independent, the processes \( (B_t^\pm, \mathcal{F}_t^\pm)_{t \geq 0} \) and \( (\tilde{B}_t)_{t \geq 0} \) are also independent. Using the same argument as in Theorem 1 and Proposition 1 we know that the processes

\[
X_t^{\pm,\mathcal{G}} = \int (I - \lambda K_g^*)(I_{[0,t]}(u)) d\tilde{B}_u \pm \int \sqrt{\lambda - \lambda^2 K_g^* I_{[0,t]}(u)} d\tilde{B}_u
\]

are Brownian motions independent of \( Y_{*,\mathcal{G}}^{\pm,\mathcal{G}} \) given by

\[
Y_t^{\pm,\mathcal{G}} = \int (I - (1-\lambda)K_g^*) I_{[0,t]}(u) d\tilde{B}_u \pm \int \sqrt{\lambda - \lambda^2 K_g^* I_{[0,t]}(u)} dB_u
\]

\[
= \int (I - K_g^*) I_{[0,t]}(u) dY_u^{\pm}.
\]
We know that the $\sigma$-algebras generated by $B^g$ and $\tilde{B}^g$ are strictly smaller than those generated by $B$ and $\tilde{B}$, respectively. Furthermore, for all $s \leq t$, we have

$$
E \left( X_{s}^{\pm, g} \int_{0}^{t} g(u) \, dX_{u}^{\pm} \right) = 0,
$$

which implies that the variable $\int_{0}^{t} g(u) \, dX_{u}^{\pm}$ is independent of $\mathcal{F}_{t}^{X^{\pm, g}}$. So, we have $\mathcal{F}_{t}^{X^{\pm, g}} \subsetneq \mathcal{F}_{t}^{X^{\pm}}$.

Iterating this procedure, we define

$$
X_{t}^{\pm, n, g} := \int (I - \lambda K_{g}^{*}) I_{[0,t]}(u) \, dB_{u}^{n, g}
$$

$$
\pm \int \sqrt{\lambda - \lambda^{2}} K_{g} I_{[0,t]}(u) \, dB_{u}^{n, g},
$$

(21)

$$
Y_{t}^{\pm, n, g} := \int (I - (1 - \lambda) K_{g}^{*}) I_{[0,t]}(u) \, dB_{u}^{n, g}
$$

$$
\pm \int \sqrt{\lambda - \lambda^{2}} K_{g} I_{[0,t]}(u) \, dB_{u}^{n, g}.
$$

(22)

Thanks to the representations

$$
B_{t}^{n, g} = \int_{0}^{t} (I - K_{g}^{*}) I_{[0,t]}(u) \, dB_{u},
$$

$$
\tilde{B}_{t}^{n, g} = \int_{0}^{t} (I - K_{g}^{*}) I_{[0,t]}(u) \, d\tilde{B}_{u},
$$

(23)

we have

$$
B_{t}^{n+1, g} = \int_{0}^{t} (I - K_{g}^{*}) I_{[0,t]}(u) \, dB_{u}^{n, g},
$$

$$
\tilde{B}_{t}^{n+1, g} = \int_{0}^{t} (I - K_{g}^{*}) I_{[0,t]}(u) \, d\tilde{B}_{u}^{n, g}.
$$

(24)

(25)

As a consequence of the above representations we have the following proposition.

**Proposition 3.** (a) For $n \geq 0$ and $t \geq 0$,

$$
X_{t}^{\pm, n+1, g} = \int (I - K_{g}^{*}) I_{[0,t]}(u) \, dX_{u}^{\pm, n, g},
$$

$$
Y_{t}^{\pm, n+1, g} = \int (I - K_{g}^{*}) I_{[0,t]}(u) \, dY_{u}^{\pm, n, g}.
$$

(26)

(b) For $f, h \in L^{2}[0,1]$,

$$
E \left( X_{t}^{\pm, n+1, g} \int_{0}^{1} f(u) \, dX_{u}^{\pm, n, g} \right) = 0,
$$

$$
E \left( Y_{t}^{\pm, n+1, g} \int_{0}^{1} h(u) \, dY_{u}^{\pm, n, g} \right) = 0
$$

for all $t < 1$ if and only if $f, h \in LS \{g\}$. 
Proof. Assertion (a) follows from (24), (25) and the definition of $X_{t}^{\pm,n,g}$ and $Y_{t}^{\pm,n,g}$.

(b) It follows from (26) that, for $t \leq 1,$
\[ \mathbb{E} \left( X_{t}^{\pm,n+1,g} \int_{0}^{t} f(u) dX_{u}^{\pm,n,g} \right) = \int_{0}^{t} f(u)(I - K_{g}^{*})I_{[0,t]}(u) du, \]
and this implies $\int_{0}^{t} I_{[0,t]}(u)(I - K_{g}) f(u) du = 0$ for $t \in [0,1]$. This is reduced to
\[ (I - K_{g}) f = 0, \]
that is, $f \in \ker (I - K_{g})$. So, (6) completes the proof.

For each $n \geq 0$ the processes $X_{t}^{\pm,n+1,g}$ and $Y_{t}^{\pm,n+1,g}$ are Brownian motions and
\[
\mathcal{F}_{t}^{X_{t}^{\pm,n+1,g}} \supseteq \mathcal{F}_{t}^{X_{t}^{\pm,1,g}} \supseteq \cdots \supseteq \mathcal{F}_{t}^{X_{t}^{\pm,n,g}} \supseteq \cdots,
\]
\[
\mathcal{F}_{t}^{Y_{t}^{\pm,n+1,g}} \supseteq \mathcal{F}_{t}^{Y_{t}^{\pm,1,g}} \supseteq \cdots \supseteq \mathcal{F}_{t}^{Y_{t}^{\pm,n,g}} \supseteq \cdots.
\]
Moreover, we obtain an orthogonal decomposition, similar to (20), of the filtrations generated by $X^{\pm}$ and $Y^{\pm}$ as follows:
\[
\mathcal{F}_{t}^{X_{t}^{\pm}} = \bigoplus_{n=0}^{\infty} \sigma \left( \int_{0}^{t} g(u) dX_{u}^{\pm,n,g} \right), \quad \text{and} \quad \mathcal{F}_{t}^{Y_{t}^{\pm}} = \bigoplus_{n=0}^{\infty} \sigma \left( \int_{0}^{t} g(u) dY_{u}^{\pm,n,g} \right).
\]

A natural question arises: Are representations (21) and (22) canonical or Cramér representations of the processes $X_{t}^{\pm,n,g}$ and $Y_{t}^{\pm,n,g}$? Note that the processes $(X_{t}^{\pm,n,g}, Y_{t}^{\pm,n,g})$ and $(X_{t}^{\pm}, Y_{t}^{\pm})$ have the same form with $(B_{t}^{n,g}, \widetilde{B}_{t}^{n,g})$ instead of $(B_{t}, \widetilde{B}_{t})$. So, the answer of this question to the same as the one given in Proposition 2.

Proposition 4. (i) For any $\lambda \in [0,1]$ and all $n \geq 0$ representations (21) and (22) are not canonical. That is, for any $t \geq 0$
\[
\mathcal{F}_{t}^{X_{t}^{\pm,n,g}} \oplus \mathcal{F}_{t}^{Y_{t}^{\pm,n,g}} \subsetneq \mathcal{F}_{t}^{B_{t}^{n,g}} \oplus \mathcal{F}_{t}^{\widetilde{B}_{t}^{n,g}}.
\]

Moreover,
\[
H_{t}(B_{t}^{n,g}, \widetilde{B}_{t}^{n,g}) = H_{t}(X_{t}^{+,n,g}, Y_{t}^{+,n,g})
\oplus \text{LS} \left\{ \int_{0}^{t} g(s) d \left( \sqrt{\lambda} B_{s}^{n,g} - \sqrt{1 - \lambda} \widetilde{B}_{s}^{n,g} \right) \right\},
\]
\[
H_{t}(B_{t}^{n,g}, \widetilde{B}_{t}^{n,g}) = H_{t}(X_{t}^{-,n,g}, Y_{t}^{-,n,g})
\oplus \text{LS} \left\{ \int_{0}^{t} g(s) d \left( \sqrt{\lambda} B_{s}^{n,g} + \sqrt{1 - \lambda} \widetilde{B}_{s}^{n,g} \right) \right\},
\]

(27)

(ii) For any $\lambda \in [0,1]$ and $t \geq 0$,
\[
\mathcal{F}_{t}^{X_{t}^{\pm,n,g} \pm \sqrt{\lambda/(1 - \lambda)} Y_{t}^{\pm,n,g}} = \mathcal{F}_{t}^{B_{t}^{n,g} \pm \sqrt{\lambda/(1 - \lambda) \widetilde{B}_{t}^{n,g}}.}
\]
(iii) For all $0 \leq n < m$, the $\sigma$-algebra $\mathcal{F}_{t}^{X^{+},n} \oplus \mathcal{F}_{t}^{Y^{+},n}$ is not contained in $\mathcal{F}_{t}^{B_{m}} \oplus \mathcal{F}_{t}^{\bar{B}_{m}}$.

Proof. Here we show only (iii) for $m = n + 1$. For this it suffices to see that

$$\mathbb{E}\left( X_{s}^{+,n} \right)_{t} \mathbb{E}\left( g(s) dB_{s}^{n} \right) = \int_{0}^{t} (I - \lambda K_{g}^{*} g(u)(I - K_{g}^{*}) I_{[0,t]}(u) du \neq 0.$$

Remark 5. Using representation (23) one can rewrite (27) as follows:

$$H_{t}(B_{n}^{g}, \bar{B}_{n}^{g}) = H_{t}(X^{+,n}, Y^{+,n})$$

$$\oplus \mathcal{L} \left\{ \int_{0}^{t} (I - K_{g}^{*}) g(s) d\left( 1 - \lambda B_{s} - \sqrt{1 - \lambda \bar{B}_{s}} \right) \right\}.$$

$$H_{t}(B_{n}^{g}, \bar{B}_{n}^{g}) = H_{t}(X^{-,n}, Y^{-,n})$$

$$\oplus \mathcal{L} \left\{ \int_{0}^{t} (I - K_{g}^{*}) g(s) d\left( 1 + \lambda B_{s} + \sqrt{1 - \lambda \bar{B}_{s}} \right) \right\}.$$

Remark 6. Since $(\int_{0}^{t} g(u) dX_{u}^{+,n}g_{n})_{n \geq 1}$ is an orthonormal system in $L^{2}(P)$, we conclude that for fixed $t \geq 0$, the sequence $(\int_{0}^{t} g(u) dX_{u}^{+,n}g_{n})_{n \geq 1}$ is not strongly $L^{2}$-convergent, but converges weakly to 0 in $L^{2}$.

4.2. A second construction of orthogonal decompositions of Brownian filtrations. In this section we will present other processes, leading to the same conclusion as that of the preceding section. Let $(B_{t})$ and let $(\bar{B}_{t})$ be two independent Brownian motions and $\lambda \in]1/2, 1]$. It is well known (see, for example, [13]) that if $(B_{t})_{t \geq 0}$ is a Brownian motion, then the process $(B_{t}^{\lambda})_{t \geq 0}$ defined in (14) is a Brownian motion and its natural filtration $(\mathcal{F}_{t}^{B_{\lambda}})$ is strictly smaller than $(\mathcal{F}_{t}^{B})$. On the other hand, since $(B_{t})_{t \geq 0}$ and $(\bar{B}_{t})_{t \geq 0}$ are independent, the processes $(B_{t}^{\lambda})_{t \geq 0}$ and $(\bar{B}_{t}^{\lambda})_{t \geq 0}$ are also independent. Using the same argument as in Theorem 1 and Proposition 1 we deduce that the processes

$$X_{t}^{\pm,\lambda} = \int (I - \lambda K_{g}^{*}) I_{[0,t]}(u) dB_{u}^{\lambda} \pm \int \sqrt{\lambda - \lambda^{2} K_{g}^{*}} I_{[0,t]}(u) d\bar{B}_{u}^{\lambda}$$

$$= \int (I - \lambda K_{g}^{*})(I - (1 - \lambda) K_{g}^{*})^{-1} (I - \lambda K_{g}^{*}) I_{[0,t]}(u) dB_{u}$$

$$\pm \int \sqrt{\lambda - \lambda^{2}} (I - \lambda K_{g}^{*})(I - (1 - \lambda) K_{g}^{*})^{-1} K_{g}^{*} I_{[0,t]}(u) d\bar{B}_{u}$$

$$= \int (I - \lambda K_{g}^{*})(I - (1 - \lambda) K_{g}^{*})^{-1} I_{[0,t]}(u) dX_{u}^{\pm}$$

are Brownian motions independent of $X^{\pm,\lambda}$ given by

$$Y_{t}^{\pm,\lambda} = \int (I - (1 - \lambda) K_{g}^{*}) I_{[0,t]}(u) d\bar{B}_{u}^{\lambda} \pm \int \sqrt{\lambda - \lambda^{2} K_{g}^{*}} I_{[0,t]}(u) dB_{u}^{\lambda}$$

$$= \int (I - \lambda K_{g}^{*})(I - (1 - \lambda) K_{g}^{*})^{-1} I_{[0,t]}(u) dY_{u}^{\pm}.$$
Furthermore, for all \( s \leq t \), we have

\[
\mathbb{E} \left( X_s^{\pm, \lambda} \int_0^t g(s) \left( \int_0^s g^2(u) \, du \right)^{\lambda^{-1}} \, dX_s^{\pm} \right) = 0,
\]

which implies that the variable \( \int_0^t g(s) \left( \int_0^s g^2(u) \, du \right)^{\lambda^{-1}} \, dX_s^{\pm} \) is independent of \( \mathcal{F}_t^{X^{\pm, \lambda}} \). So, we have \( \mathcal{F}_t^{X^{\pm, \lambda}} \subsetneq \mathcal{F}_t^{X^\pm} \).

Now, we define two sequences of Brownian motions

\[
X_t^{\pm, n, \lambda} := \int (I - \lambda K^*_{g}) \mathbf{I}_{[0,t]}(u) \, dB_t^{n, \lambda} \pm \int \sqrt{\lambda - \lambda^2 K^*_{g}} \mathbf{I}_{[0,t]}(u) \, dB_t^{n, \lambda}, \tag{28}
\]

\[
Y_t^{\pm, n, \lambda} := \int (I - (1 - \lambda) K^*_{g}) \mathbf{I}_{[0,t]}(u) \, dB_t^{n, \lambda} \pm \int \sqrt{\lambda - \lambda^2 K^*_{g}} \mathbf{I}_{[0,t]}(u) \, dB_t^{n, \lambda}. \tag{29}
\]

Thanks to the representations

\[
B_t^{n, \lambda} = \int_0^t \left( (I - \lambda K^*_{g})(I - (1 - \lambda) K^*_{g})^{-1} \right)^n \mathbf{I}_{[0,t]}(u) \, dB_u, \tag{30}
\]

\[
\tilde{B}_t^{n, \lambda} = \int_0^t \left( (I - \lambda K^*_{g})(I - (1 - \lambda) K^*_{g})^{-1} \right)^n \mathbf{I}_{[0,t]}(u) \, d\tilde{B}_u, \tag{31}
\]

we have the following proposition.

**Proposition 5.** (a) For \( n \geq 0 \) and \( t \geq 0 \),

\[
X_t^{\pm, n+1, \lambda} = \int \left( (I - \lambda K^*_{g})(I - (1 - \lambda) K^*_{g})^{-1} \right) \mathbf{I}_{[0,t]}(u) \, dX_u^{\pm, n, \lambda},
\]

\[
Y_t^{\pm, n+1, \lambda} = \int \left( (I - \lambda K^*_{g})(I - (1 - \lambda) K^*_{g})^{-1} \right) \mathbf{I}_{[0,t]}(u) \, dY_u^{\pm, n, \lambda}. \tag{32}
\]

(b) For \( f, h \in L^2[0,1] \),

\[
\mathbb{E} \left( X_t^{\pm, n+1, \lambda} \int_0^1 f(u) \, dX_u^{\pm, n, \lambda} \right) = 0,
\]

\[
\mathbb{E} \left( Y_t^{\pm, n+1, \lambda} \int_0^1 h(u) \, dY_u^{\pm, n, \lambda} \right) = 0,
\]

for all \( t \leq 1 \) if and only if \( f, h \in \text{LS} \{ g(s)(\int_0^s g^2(u) \, du)^{\lambda^{-1}} \} \).

Proof. Assertion (a) follows from (30), (31), and the definition of \( X_t^{\pm, n, \lambda} \) and \( Y_t^{\pm, n, \lambda} \).

(b) It follows from (32) that, for \( t \leq 1 \),

\[
\mathbb{E} \left( X_t^{\pm, n+1, \lambda} \int_0^1 f(u) \, dX_u^{\pm, n, \lambda} \right) = \int_0^1 f(u) (I - \lambda K^*_{g})^{-1} \mathbf{I}_{[0,t]}(u) \, du,
\]

\[
\times (I - (1 - \lambda) K^*_{g})^{-1} \mathbf{I}_{[0,t]}(u) \, du,
\]

\[
\mathbb{E} \left( Y_t^{\pm, n+1, \lambda} \int_0^1 h(u) \, dY_u^{\pm, n, \lambda} \right) = \int_0^1 h(u) (I - \lambda K^*_{g})^{-1} \mathbf{I}_{[0,t]}(u) \, du,
\]

\[
\times (I - (1 - \lambda) K^*_{g})^{-1} \mathbf{I}_{[0,t]}(u) \, du.
\]
and this implies
\[
\int_0^t (I - (1 - \lambda)K_g^*)^{-1} I_{[0,t]}(u)(I - \lambda K_g) f(u) \, du = 0, \quad t \in [0, 1].
\]

This is reduced to \((I - \lambda K_g) f = 0\), and (7) completes the proof.

For each \(n \geq 0\) the processes \(X^{\pm,n+1,\lambda}\) and \(Y^{\pm,n+1,\lambda}\) are Brownian motions and
\[
\mathcal{F}_{t}^{X^\pm} \supseteq \mathcal{F}_{t}^{X_{t+1}^\pm} \supseteq \cdots \supseteq \mathcal{F}_{t}^{X_{2n}^\pm} \supseteq \cdots,
\]
\[
\mathcal{F}_{t}^{Y^\pm} \supseteq \mathcal{F}_{t}^{Y_{t+1}^\pm} \supseteq \cdots \supseteq \mathcal{F}_{t}^{Y_{2n}^\pm} \supseteq \cdots.
\]

Moreover, we obtain an orthogonal decomposition, similar to (20), of the filtrations generated by \(X^\pm\) and \(Y^\pm\):
\[
\mathcal{F}_{t}^{X^\pm} = \bigoplus_{n=0}^{\infty} \sigma \left( \int_0^t g(s) \left( \int_0^s g^2(u) \, du \right)^{\lambda-1} \, dX_{u}^{\pm,n,\lambda} \right),
\]
\[
\mathcal{F}_{t}^{Y^\pm} = \bigoplus_{n=0}^{\infty} \sigma \left( \int_0^t g(s) \left( \int_0^s g^2(u) \, du \right)^{\lambda-1} \, dY_{u}^{\pm,n,\lambda} \right).
\]

Now, we look at some more relations between the natural filtrations of \(X^{\pm,n,\lambda}, Y^{\pm,n,\lambda}, B_{t}^{n,\lambda}\), and \(\overline{B}_{t}^{n,\lambda}\) which can be proved by a similar method as in Proposition 4.

**Proposition 6.** (i) For any \(\lambda \in [0, 1]\), all \(n \geq 0\), and \(t \geq 0\)
\[
\mathcal{F}_{t}^{X_{t}^{\pm,n,\lambda}} \oplus \mathcal{F}_{t}^{Y_{t}^{\pm,n,\lambda}} \subsetneq \mathcal{F}_{t}^{B_{t}^{n,\lambda}} \oplus \mathcal{F}_{t}^{\overline{B}_{t}^{n,\lambda}}.
\]

In addition, we have
\[
H_t(B_{t}^{n,\lambda}, \overline{B}_{t}^{n,\lambda}) = H_t(X_{t}^{+,n,\lambda}, Y_{t}^{+,n,\lambda})
\]
\[
\oplus \text{LS} \left\{ \int_0^t g(s) \left( \sqrt{\lambda} B_{s}^{n,\lambda} - \sqrt{1 - \lambda} \overline{B}_{s}^{n,\lambda} \right) \right\}, \quad (33)
\]
\[
H_t(B_{t}^{n,\lambda}, \overline{B}_{t}^{n,\lambda}) = H_t(X_{t}^{-,n,\lambda}, Y_{t}^{-,n,\lambda})
\]
\[
\oplus \text{LS} \left\{ \int_0^t g(s) \left( \sqrt{\lambda} B_{s}^{n,\lambda} + \sqrt{1 - \lambda} \overline{B}_{s}^{n,\lambda} \right) \right\}.
\]

(ii) For any \(\lambda \in [0, 1]\) and \(t \geq 0\),
\[
\mathcal{F}_{t}^{X_{t}^{\pm,n,\lambda} \pm \sqrt{\lambda/(1 - \lambda)} Y_{t}^{\pm,n,\lambda}} = \mathcal{F}_{t}^{B_{t}^{n,\lambda} \pm \sqrt{\lambda/(1 - \lambda)} \overline{B}_{t}^{n,\lambda}}.
\]

(iii) For all \(0 \leq n < m\), the \(\sigma\)-algebra \(\mathcal{F}_{t}^{X_{t}^{\pm,n,\lambda}} \oplus \mathcal{F}_{t}^{Y_{t}^{\pm,n,\lambda}}\) is not contained in \(\mathcal{F}_{t}^{B_{t}^{m,\lambda}} \oplus \mathcal{F}_{t}^{\overline{B}_{t}^{m,\lambda}}\).
Remark 7. Using representations (30) and (31) one can rewrite (33) as follows

\[ H_t(B_{n,\lambda}, \overline{B}_{n,\lambda}) = H_t(X_{+,n,\lambda}, Y_{+,n,\lambda}) \]
\[ \oplus \text{LS} \left\{ \int_0^t \left( (I - \lambda K_g^*) (I - (1 - \lambda) K_g^*)^{-1} \right)^n g(s) \, d\left( \sqrt{\lambda} B_s - \sqrt{1 - \lambda} \overline{B}_s \right) \right\}, \]
\[ H_t(B_{n,\lambda}, \overline{B}_{n,\lambda}) = H_t(X_{-,n,\lambda}, Y_{-,n,\lambda}) \]
\[ \oplus \text{LS} \left\{ \int_0^t \left( (I - \lambda K_g^*) (I - (1 - \lambda) K_g^*)^{-1} \right)^n g(s) \, d\left( \sqrt{\lambda} B_s + \sqrt{1 - \lambda} \overline{B}_s \right) \right\}. \]

Remark 8. We will be able to treat in the same way the case \( \lambda \in [0, \frac{1}{2}] \). For this it is enough to consider instead of \( B^\lambda \) the process

\[ \beta^\lambda_t = \int (I - (1 - \lambda) K_g^*) (I - \lambda K_g^*)^{-1} \mathbf{1}_{[0,t]}(u) \, dB_u, \]

which is a Brownian motion with respect to its own filtration having the property

\[ H_t(B) = H_t(\beta^\lambda) \oplus \text{LS} \left\{ \int_0^t g(s) \left( \int_0^s g^2(u) \, du \right)^{-\lambda} \, dB_s \right\}. \]
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