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PURELY GAME-THEORETIC RANDOM SEQUENCES: II. LIMITING EMPIRICAL DISTRIBUTIONS AND STRONG CENTRAL LIMIT THEOREM

In the previous work of the author [5] a definition of typical sequences was given, without using any Kolmogorov’s probability distribution, and directly applying the principle of exceptions of the game strategy. In this paper we develop this theory, deriving for these typical sequences some elementary limiting empirical distributions and proving results of the type of strong central limit theorem for the process of tossing a coin.
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1. Introduction

This paper is the second of two papers on a purely game-theoretic algorithmic approach to the definition of random sequences. Whereas in [5] the author introduced the basic framework and derived versions of Kolmogorov’s strong law of large numbers (SLLN), and of the upper half of Kolmogorov’s law of the iterated logarithm (LIL), in this paper we tackle the problem of deriving the distributions of the values, of the outcomes corresponding to a single $M$-typical sequence, for some stochastic sequences obtained from a basic martingale $M$.

Whereas in the traditional algorithmic probability frameworks, assuming a probability distribution $P$, direct algorithmic versions of classical almost sure limit theorems like the SLLN or the LIL, have been obtained, there is a lack of direct algorithmic results about the statistical distributions of the outcomes corresponding to a single random sequence, and the relevant literature contains only a few examples about some relative frequency regularities. (To give one example, the most famous of these regularities, with respect to the uniform Bernoulli measure, is called, after Emile Borel,
«normality». He called an infinite sequence of zeros and ones *normal* if, for each \( q \in \mathbb{N} \), the frequency of occurrences of each block of digits of length \( q \) in the initial segment of length \( N \) tends to the limit \( 2^{-q} \) for \( N \) going to infinity.)

Now, as far as we are concerned in this paper, in Section 2, we will consider the distributions of the values, or, using a more common terminology, the limiting empirical distributions, of the outcomes corresponding to a single \( M \)-typical sequence, of a Bernoulli, a moving average, and a first-order autoregressive stochastic sequence respectively. From the point of view of applications, the cases considered are fairly elementary and the basic martingale \( M \) will represent essentially a coin-tossing process. These results will provide a purely game-theoretic algorithmic analogue of the strong consistency, in Kolmogorov’s probability axiomatics, of the empirical distribution functions of the corresponding stochastic processes. On this line of results, in Sections 3 and 4 we will then consider some strong central limit theorem (SCLT) type results, which concern the distributions of the values, in logarithmic density, or in suitable subsequences, of the outcomes corresponding to a single \( M \)-typical sequence, of a standardized sum statistic.

The notation is the same as in [5], with the following additions. The indicator function of the interval \((-\infty, \xi]\), \( \xi \in (-\infty, \infty) \), is denoted by \( I_{(-\infty,\xi]}(\cdot) \). And the cardinality of a set \( A \), that is, the number of elements it contains, is denoted as \( \#A \). We denote the set of all computable real numbers by \( \mathbb{R}_c \).

### 2. Limiting empirical distributions

Throughout this section we always consider a univariate binary basic martingale difference sequence with only two possible fixed values, for example \( \{-1, 1\} \). If the values of the univariate binary basic martingale difference sequence were not fixed (as in the case of the upper half of the LIL of [5, Section 5]) we could not guarantee, in general, the existence of a distribution of the values for any given \( M \)-typical sequence. For instance, no sequence, \( M \)-typical or not, admits a distribution of the values when the binary basic martingale difference sequence is such that \( X_i \in \{-1, 1\} \) for \( i = 1, 2 \), \( X_i \in \{-2, 2\} \) for \( i = (2 + 1), \ldots, (2 + 2^2) \), \( X_i \in \{-1, 1\} \) for \( i = (2 + 2^2 + 1), \ldots, (2 + 2^2 + 2^3) \), and so forth. Note that, for univariate binary observations, with the specification of a basic martingale \( M \) we get a structure which is essentially as rich as with the specification of a full probability distribution \( \mathbf{P} \) over \( \Omega^\infty \).

Let us start by considering the simple case of a univariate basic martingale difference sequence. Let \( M_n = \sum_{i=1}^{n} X_i \) be a computable basic martingale such that \( X_i \in \{a, b\} \), and \( a < 0, b > 0 \) are rational numbers. For every \( \xi \in \mathbb{R} \), we have that the indicator function \( I_{(-\infty,\xi]}(X_i) = \)
\[(b-a)^{-1}(b-X_i), a \leq z < b, \text{ it is equal to } 0, \text{ for } z < a, \text{ and to } 1, \text{ for } z \geq b, \text{ and so, that}
\]

\[F_n(z) = \frac{1}{n} \sum_{i=1}^{n} I_{(-\infty, z]}(X_i) = \frac{b}{b-a} - \frac{1}{b-a} \frac{1}{n} \sum_{i=1}^{n} X_i, \quad a \leq z < b,\]

\[F_n(z) = 0, \quad z < a, \quad \text{and } F_n(z) = 1, \quad z \geq b.\]

Then, since any \(M\)-typical sequence \(\xi\) is also \(N\)-typical, where \(N\) is the computable stochastic sequence defined by

\[N_n = \left[\sum_{i=1}^{n} X_i, (a+b) \sum_{i=1}^{n} X_i \right] = \left[\sum_{i=1}^{n} X_i, \sum_{i=1}^{n} (X_i^2 + ab) \right],\]

we have, by an application of the SLLN of [5, Theorem 2]) taking \(N\) as the basic martingale, that, for any \(M\)-typical sequence \(\xi\),

\[F_n(z)(\xi^n) \to \frac{b}{b-a}, \quad a \leq z < b, \text{ as } n \to \infty.\]

We will next examine the case in which \(a = -1\) and \(b = 1\).

### 2.1. A symmetric Bernoulli stochastic sequence.

Let us consider the symmetric Bernoulli stochastic sequence given by the computable basic martingale \(M_n = \sum_{i=1}^{n} X_i\), with \(X_i \in \{-1,1\}\). Let \(\xi\) be an \(M\)-typical sequence, \(N \gg q, N \in \mathbb{N}, q \in \mathbb{N}\), and consider the following auxiliary finite probability space. Define the \(2^{q+1} + 1\) sets

\[E_{------} = \{n: n \leq N, X_n = -1, X_{n-1} = -1, \ldots, X_{n-q} = -1\},\]

\[E_{------} = \{n: n \leq N, X_n = -1, X_{n-1} = -1, \ldots, X_{n-q} = +1\},\]

\[\vdots\]

\[E_{++\ldots+} = \{n: n \leq N, X_n = +1, X_{n-1} = +1, \ldots, X_{n-q} = +1\},\]

\[E_0 = \{n: n \leq N, X_m = 0 \text{ for some } m = n, n-1, \ldots, n-q\},\]

where \(X_0 = X_{-1} = \ldots = X_{-q} = 0\). These sets are disjoint, their union is equal to the set \(\{1, 2, \ldots, N\}\) of the first \(N\) natural numbers, and some of them could well be empty. We regard these sets formally. They are, empty or not, the «points» of a finite space \(\Lambda_{q+1}\). On this space we consider the algebra \(\mathcal{A}_{q+1}\) generated by the above sets, and the measure \(\mu\) giving equal probability \(1/2^{q+1}\) to all points \(E \in \Lambda_{q+1}\), but to \(E_0\) to which it gives probability zero.

On the probability space \((\Lambda_{q+1}, \mathcal{A}_{q+1})\), define also the frequency measure \(\nu_N\) given by

\[\nu_N(E_{------}) = \frac{1}{N} \#\{n: n \leq N, X_n = -1, X_{n-1} = -1, \ldots, X_{n-q} = -1\},\]
\[ \nu_N(E_{-\ldots+}) = \frac{1}{N} \#{\{n: n \leq N, X_n = -1, X_{n-1} = -1, \ldots, X_{n-q} = +1}\}, \]

\[ \vdots \]

\[ \nu_N(E_{++\ldots+}) = \frac{1}{N} \#{\{n: n \leq N, X_n = +1, X_{n-1} = +1, \ldots, X_{n-q} = +1}\}, \]

\[ \nu_N(E_0) = \frac{1}{N} \#{\{n: n \leq N, X_m = 0 \text{ for some } m = n, n-1, \ldots, n-q}\}. \]

**Lemma 1.** Let \( M \) be the symmetric Bernoulli stochastic sequence. Then, for any \( M \)-typical sequence \( \xi \), the measures \( \nu_N \) tend to the measure \( \mu \), uniformly over \( \mathcal{A}_{q+1} \), \( q \in \mathbb{N} \), as \( N \to \infty \).

**Proof.** To show this, we will consider in turn the sets \( E_- \), \( E_+ \), then the sets \( E_{-\ldots+}, E_{-\ldots+}, E_{++\ldots+} \), and so forth up to the sets \( E \in \Lambda_{q+1} \). We start with the sets \( E_- \) and \( E_+ \). Let \( \xi \) be an \( M \)-typical sequence. Since \( X_n \in \{-1, 1\} \), we have that \( \sum_{n=1}^{N} X_n = \#{\{n: n \leq N, X_n = 1\}} - \#{\{n: n \leq N, X_n = -1\}} \). So, since we can write

\[ \nu_N(E_+) = \frac{1}{N} \#{\{n: n \leq N, X_n = 1\}} = \frac{1}{2} + \frac{1}{N} \sum_{n=1}^{N} \frac{1}{2} X_n, \]

\[ \nu_N(E_-) = 1 - \nu_N(E_+), \]

by the SLLN of [5, Theorem 2]) we have that, for the \( M \)-typical sequence \( \xi \), \( \nu_N(E_+) \to \frac{1}{2} \) and \( \nu_N(E_-) \to \frac{1}{2} \), as \( N \to \infty \).

Let us consider the sets \( E_{++}, E_{-+}, E_{+-} \) and \( E_{--} \). We define the computable predictable sequences

\[ V_n^+ = \begin{cases} 1, & X_{n-1} = 1, \\ 0, & \text{otherwise}, \end{cases} \quad V_n^- = \begin{cases} 1, & X_{n-1} = -1, \\ 0, & \text{otherwise}. \end{cases} \]

By using the predictable sequence \( V_n^+ \), similarly as before, we have that

\[ \frac{1}{N} \sum_{n=1}^{N} V_n^+ X_n = \frac{1}{N} \left( \#{\{n: n \leq N, X_n = 1, X_{n-1} = 1\}} - \#{\{n: n \leq N, X_n = -1, X_{n-1} = 1\}} \right), \]

and so

\[ \nu_N(E_{++}) = \frac{1}{N} \#{\{n: n \leq N, X_n = 1, X_{n-1} = 1\}} \]

\[ = \frac{1}{4} + O \left( \frac{1}{N} \right) + \frac{1}{N} \sum_{n=1}^{N} \left( \frac{1}{2} V_n^+ + \frac{1}{4} \right) X_n, \]

\[ \nu_N(E_{-+}) = \frac{1}{N} \#{\{n: n \leq N, X_n = -1, X_{n-1} = 1\}} \]

\[ = \frac{1}{4} + O \left( \frac{1}{N} \right) + \frac{1}{N} \sum_{n=1}^{N} \left( -\frac{1}{2} V_n^+ + \frac{1}{4} \right) X_n. \]
Also, by considering the predictable sequence \( V_n^- \), similar expressions can be written for \( \nu_N(E_{+-}) \) and \( \nu_N(E_{-+}) \), and by the variant of the SLLN for martingale transforms of [5] we have that, for the \( M \)-typical sequence \( \xi, \nu_N(E_{++}) \rightarrow \frac{1}{4}, \nu_N(E_{-+}) \rightarrow \frac{1}{4}, \nu_N(E_{+-}) \rightarrow \frac{1}{4} \) and \( \nu_N(E_{--}) \rightarrow \frac{1}{4} \), as \( N \rightarrow \infty \).

For the sets \( E_{+++}, E_{++-}, E_{+-+}, E_{-++}, E_{++-}, E_{-+-}, E_{---} \), by using the computable predictable sequences \( V_n^{++}, V_n^{+-}, V_n^{-+}, V_n^{--}, \) defined by

\[
V_n^{++} = \begin{cases} 
1, & X_{n-1} = 1, \ X_{n-2} = 1, \\
0, & \text{otherwise},
\end{cases}
\]

\[
V_n^{+-} = \begin{cases} 
1, & X_{n-1} = 1, \ X_{n-2} = -1, \\
0, & \text{otherwise},
\end{cases}
\]

we have, for instance, that

\[
\nu_N(E_{+++}) = \frac{1}{8} + O\left(\frac{1}{N}\right) + \frac{1}{N} \sum_{n=1}^{N} \left(\frac{1}{2} V_n^{++} + \frac{1}{4} V_n^{+-} + \frac{1}{8}\right) X_n,
\]

and so, for the \( M \)-typical sequence \( \xi, \nu_N(E_{+++}) \rightarrow \frac{1}{8} \), as \( N \rightarrow \infty \). And similarly for the other sets. Proceeding in this way, we can show that, for the \( M \)-typical sequence \( \xi, \) for any set \( E \in \mathcal{A}_{q+1} \), but for \( E_0 \) for which \( \nu_N(E_0) \rightarrow 0, \) as \( N \rightarrow \infty \), \( \nu_N(E) \rightarrow 1/2^{q+1} \), as \( N \rightarrow \infty \). Also, since \( \mathcal{A}_{q+1} \) is finite, \( \nu_N(A) \rightarrow \mu(A) \), as \( N \rightarrow \infty \), uniformly for all sets \( A \) in the algebra \( \mathcal{A}_{q+1} \), and thus, the result is proved.

### 2.2. A moving average stochastic sequence

Let us consider now a simple moving average stochastic sequence. Let \( M_n = \sum_{i=1}^{n} X_i \) be the symmetric Bernoulli stochastic sequence, and consider the computable stochastic sequence defined by

\[
Y_n = X_n + \beta_1 X_{n-1} + \beta_2 X_{n-2} + \cdots + \beta_q X_{n-q}, \quad n = 1, 2, \ldots, \tag{1}
\]

where \( X_0 = X_1 = \cdots = X_{q-1} = 0 \), and \( \beta_1, \beta_2, \ldots, \beta_q \) are rational numbers.

**Theorem 1.** For the moving average stochastic sequence (1), for any \( M \)-typical sequence \( \xi \), as \( N \rightarrow \infty \),

\[
\frac{1}{N} \#\{n: n \leq N, Y(\xi^n) \leq z\} \rightarrow \varphi(z),
\]

uniformly in \( z \in \mathbb{R} \), where \( \varphi(z) = \mathbb{P}\{Z_0 + Z_1 + \cdots + Z_q \leq z\} \), and \( Z_0, Z_1, \ldots, Z_q \) are independent discrete random variables with \( \mathbb{P}\{Z_j = \beta_j\} = \frac{1}{2}, \beta_0 = 1, j = 0, 1, \ldots, q \).
Proof. Consider \((\Lambda_{q+1}, \mathcal{A}_{q+1}), \mu\) and \(\nu_N\) as defined before. On the probability space \((\Lambda_{q+1}, \mathcal{A}_{q+1})\), define the random variables \(Z_0, Z_1, \ldots, Z_q\) given by

\[
Z_0(E) = \begin{cases} 
1, & E = E_+ \ldots, \\
0, & E = E_0, \\
-1, & E = E_- \ldots,
\end{cases}
\]

\[
Z_q(E) = \begin{cases} 
\beta_q, & E = E_+ \ldots, \\
0, & E = E_0, \\
-\beta_q, & E = E_- \ldots,
\end{cases}
\]

where \(E \in \Lambda_{q+1}\). With respect to the measure \(\mu\), these random variables are independent and such that \(\mu(Z_j = \beta_j) = \mu(Z_j = -\beta_j) = \frac{1}{2}, j = 0, 1, \ldots, q\).

Then since, for every \(z \in \mathbb{R}\), we have that

\[
\frac{1}{N} \# \{n: n \leq N, Y(\xi^n) \leq z\} = \frac{1}{N} \# \left\{n: n \leq N, n \in \text{some } E \text{ such that } \sum_{j=0}^{q} Z_j(E) \leq z\right\} = \nu_N \left(\sum_{j=0}^{q} Z_j(E) \leq z\right),
\]

the desired result is proved since by Lemma 1 the measures \(\nu_N\) tend to the measure \(\mu\), as \(N \to \infty\), uniformly over \(\mathcal{A}_{q+1}\).

2.3. A first-order autoregressive stochastic sequence. Let \(M_n = \sum_{i=1}^{n} X_i\) be the symmetric Bernoulli stochastic sequence, and consider the computable stochastic sequence defined by

\[
Y_n = \alpha Y_{n-1} + X_n, \quad n = 1, 2, \ldots,
\]

where \(Y_0 = 0\), and \(\alpha\), with \(|\alpha| < 1\), is a rational number.

Theorem 2. For the first-order autoregressive stochastic sequence (2), for any \(M\)-typical sequence \(\xi\), as \(N \to \infty\),

\[
\frac{1}{N} \# \{n: n \leq N, Y(\xi^n) \leq z\} \to \phi(z),
\]

uniformly in \(z \in \mathbb{R}\), where \(\phi(z) = \lim_{r \to \infty} \phi_r(z)\), \(\phi_r(z) = P\{Z_1 + Z_2 + \cdots + Z_r \leq z\}\), and \(Z_1, Z_2, \ldots, Z_r\) are independent discrete random variables with \(P\{Z_j = \alpha^j\} = P\{Z_j = -\alpha^j\} = \frac{1}{2}, j = 1, 2, \ldots, r\).

Proof. Let \(\xi\) be an \(M\)-typical sequence, and consider, for large \(N\), the computable stochastic sequences

\[
Z_n^{(1)} = X_n, \quad Z_n^{(2)} = \alpha X_{n-1}, \ldots,
\]

\[
Z_n^{(j)} = \alpha^{j-1} X_{n-j+1}, \ldots, \quad Z_n^{(N)} = \alpha^{N-1} X_{n-N+1},
\]
where \( X_0 = 0, X_{-1} = 0, \ldots \). For any arbitrary \( r, 1 \leq r \leq N \), we split \( Y_n \) as follows,
\[
Y_n = \sum_{j=1}^{N} Z_n^{(j)} = \sum_{j=1}^{r} Z_n^{(j)} + \sum_{j=r+1}^{N} Z_n^{(j)} = Y'_n(r) + Y''_n(r),
\]
say, and to show the theorem, by the properties of Lévy's metric, (see the remark following Lemma 1.7 in [2]) we just have to show that
\[
\begin{align*}
(i) \quad & \frac{1}{N} \# \{ n: n \leq N, Y'(r)(\xi^n) \leq z \} \to \varphi(z), \\
(ii) \quad & \frac{1}{N} \# \{ n: n \leq N, |Y''(r)(\xi^n)| > \varepsilon \} \to 0, \quad \text{for all } \varepsilon > 0,
\end{align*}
\]
for an \( r = r(N) \to \infty \), as \( N \to \infty \).

Let us show (i). For every fixed \( r \), \( Y'_n(r) \) is a moving average stochastic sequence of order \( q = r - 1 \), where \( \beta_j = \alpha^j \), \( j = 0, 1, \ldots, r - 1 \), and we have already seen that \( (1/N) \# \{ n: n \leq N, Y'(r)(\xi^n) \leq z \} \to \varphi_\varepsilon(z) \), uniformly in \( z \in \mathbb{R} \), as \( N \to \infty \). Then we can certainly find a sequence \( \{ \varepsilon_r \} \), \( \varepsilon_r > 0 \), \( \varepsilon_r \to 0 \), as \( r \to \infty \), and integers \( \{ N_r \} \), such that, for every \( z \in \mathbb{R} \),
\[
\left| \frac{1}{N} \# \{ n: n \leq N, Y'(r)(\xi^n) \leq z \} - \varphi_\varepsilon(z) \right| < \varepsilon_r,
\]
for every \( N \geq N_r \). Thus, there exists a function \( r = r(N) \) which tends to infinity, as \( N \to \infty \), slowly enough to ensure (i), uniformly in \( z \in \mathbb{R} \), as \( N \to \infty \).

Let us now show (ii). Note that \( |Y''_n(r)| = 0, n = 1, 2, \ldots, r \), and that
\[
Y''_n(r) = \sum_{i=1}^{n-r} \alpha^{n-i} X_i, \quad n = r + 1, r + 2, \ldots, N,
\]
that is, that
\[
|Y''_n(r)| = \left| \sum_{i=1}^{n-r} \alpha^{n-i} X_i \right| \leq \sum_{i=1}^{n-r} \alpha^{n-i} < \alpha^{r} \frac{1}{1 - \alpha}.
\]
So, for every \( \varepsilon > 0 \), there is an \( r^* \) such that for every \( r \geq r^* \), \( |Y''_n(r)| < \varepsilon \), and \( (1/N) \# \{ n: n \leq N, |Y''_n(r)(\xi^n)| > \varepsilon \} = 0 \). That is, (ii) is true for any \( r = r(N) \to \infty \), as \( N \to \infty \). Theorem 2 is proved.

Remark 1. It might be noted that in the proof of Theorem 2 we used a technique, which relies on the properties of Lévy's metric, inspired by the proof of Theorem 5.2 of [2], [3], in which the limiting distribution of the values of additive arithmetic functions is studied.
3. The strong central limit theorem: preliminaries

3.1. Shatte's results. Assuming Kolmogorov's axiomatics, let \( X_1, X_2, \ldots \) be a sequence of independent identically distributed (i.i.d.) random variables, with \( \mathbb{E}(X_i) = 0, \mathbb{D}(X_i) = 1 \), and let \( S_n = X_1 + X_2 + \cdots + X_n \). Then, by the classical central limit theorem, we know that the distribution of \( S_n/\sqrt{n} \) converges to the standard normal distribution function \( \Phi(z) \), as \( n \to \infty \), but, of course, this result does not say anything about the distribution of the values of a single realization of the sequence of random variables \( S_n/\sqrt{n} \). Indeed, Schatte [6] showed that, owing to the strong serial dependence in the sequence \( (S_n/\sqrt{n}) \), the probability is zero that the arithmetic means of the sequence \( \{S_n/\sqrt{n}\} \) converge, as \( n \to \infty \), for all \( z \in (-\infty, \infty) \). On the other hand, by considering «logarithmic means», Schatte proved the following result.

**Theorem 3** ([6, Theorem 2]). Let \( X_1, X_2, \ldots \) be i.i.d. random variables such that \( \mathbb{E}(X_i) = 0, \mathbb{D}(X_i) = 1, \mathbb{E}(|X_i|^3) < \infty \), and \( S_n = X_1 + X_2 + \cdots + X_n \). Then

\[
\lim_{N \to \infty} \frac{1}{\ln N} \sum_{n=1}^{N} \frac{1}{n} I_{(-\infty, z]} \left( \frac{S_n}{\sqrt{n}} \right) = \Phi(z),
\]

almost surely, for all \( z \in (-\infty, \infty) \).

Results of this kind, known as SCLT, were first shown independently by Schatte [6] and by Brosamler [1]. In addition, Schatte [6] showed that the dependence among the terms in the sequence \( (S_n/\sqrt{n}) \) can also be overcome by considering a suitable thinning of the original sequence of values, proving the following SCLT for subsequences.

**Theorem 4** ([6, Theorem 3]). Let \( X_1, X_2, \ldots \) be i.i.d. random variables such that \( \mathbb{E}(X_i) = 0, \mathbb{D}(X_i) = 1, \mathbb{E}(|X_i|^3) < \infty \), and \( S_n \) be as before. Then for \( n_k = [c^k], c > 1 \), where \([c^k]\) is the integer part of \( c^k \), we have that

\[
\lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} I_{(-\infty, z]} \left( \frac{S_{n_k}}{\sqrt{n_k}} \right) = \Phi(z),
\]

almost surely, for all \( z \in (-\infty, \infty) \).

These early results have been extended, in the classical Kolmogorov probability axiomatics, and in a non-algorithmic framework, to a variety of other stochastic processes. These theorems, however, are usually proved by extending the SCLT for a sequence of i.i.d. random variables to the desired stochastic process, using some invariance principle, and a direct martingale-based proof of this result, in particular, does not yet seem available. On the other hand, in Section 4 we will prove some direct versions of the SCLT for \( M \)-typical sequences in the case of a univariate symmetric binary basic martingale.
3.2. Preparation. Let us start by considering some properties about the indicator function of $M_n/\sqrt{n}$. Let us fix the univariate binary computable basic martingale $\{M_n\}$, with $X_i \in \{-1, 1\}$. Consider first $I(-\infty,0]((M_n/\sqrt{n})$ in the case $z = 0$, for which it reduces to $I(-\infty,0](M_n)$. For $n = 1$, we simply have $I(-\infty,0](X_1) = \frac{1}{2} - X_1/2$. For $n = 2$, by setting $I_i = I(-\infty,0](X_i)$, and by considering all possible values of $X_1, X_2$, it is easy to check that

$$I(-\infty,0](X_1 + X_2) = (1 - I_1) I_2 + I_1(1 - I_2) + I_1 I_2 = \frac{3}{4} - \frac{X_1}{4} - \frac{X_2}{4} - \frac{X_1 X_2}{4}.$$  

In the same way, we would also have, for $n = 3$,

$$I(-\infty,0](X_1 + X_2 + X_3) = I_1 I_2 I_3 + I_1 I_2(1 - I_3) + I_1(1 - I_2) I_3$$

$$+(1 - I_1) I_2 I_3 = \frac{1}{2} - \frac{X_1}{4} - \frac{X_2}{4} - \frac{X_3}{4} + \frac{X_1 X_2 X_3}{4},$$

and so forth, for all $n \in \mathbb{N}$. Here, just note that the sum of the coefficients of the expression in the $X_i$ is zero, for every $n \in \mathbb{N}$, since it is the value of the expression when all the $X_i$ are equal to one.

It is easy to see that all these indicator functions can be written as

$$I(-\infty,0](X_1) = \frac{1}{2} + V_{11} X_1,$$

$$I(-\infty,0](X_1 + X_2) = \frac{3}{4} + V_1 X_1 + V_{22} X_2,$$

$$I(-\infty,0](X_1 + X_2 + X_3) = \frac{4}{8} + V_1 X_1 + V_2 X_2 + V_3 X_3, \ldots,$$

where the $V_{ni}$ depend only on $X_1, X_2, \ldots, X_{i-1}$, and that, noting that the predictable sequences defined in the proof of Lemma 1 satisfy

$$V_n^- = I_{n-1}, \quad V_n^+ = 1 - I_{n-1},$$

$$V_n^- = V_n^- I_{n-1} = I_{n-1} I_{n-2}, \quad V_n^- = V_n^+ V_n^- = (1 - I_{n-1}) I_{n-2}, \text{ etc.,}$$

we can also write

$$I(-\infty,0](M_1) = \frac{1}{2} - \frac{1}{2} X_1,$$

$$I(-\infty,0](M_2) = \frac{3}{4} - \frac{1}{4} X_1 - \frac{1}{2} V_2^+ X_2,$$

$$I(-\infty,0](M_3) = \frac{4}{8} - \frac{1}{8} V_3^+ X_1 - \frac{1}{4} V_2^+ X_2 - \frac{1}{2} (V_3^+ + V_3^-) X_3, \ldots.$$

In this way, for every $n \in \mathbb{N}$, the indicator function of $M_n$, for $z = 0$, can be written as a polynomial expansion in the $X_i$ of the form

$$I(-\infty,0](M_n) = \varphi_n + V_{n1} X_1 + \cdots + V_{nn} X_n,$$
where $\varphi_n$ is a rational number in $(\frac{1}{2}, 1]$, such that $\varphi_n \to \frac{1}{2}$, as $n \to \infty$, and the $V_{ni}$ are computable quantities which depend only on $X_1, X_2, \ldots, X_{i-1}$.

Consider now the case of a general $z \in \mathbb{R}_c$. Similarly to before, for every $n \in \mathbb{N}$, the indicator function $I_{(-\infty, z]}(M_n/\sqrt{n})$ can be written as the sum of $m$ products of $n$ terms, where $m$ is the number of paths of length $n$ such that $M_n \leq \sqrt{n} z$, and the $n$ terms are of the form $(\frac{1}{2} \pm X_i/2)$. That is, we can write

$$I_{(-\infty, z]} \left( \frac{M_n}{\sqrt{n}} \right) = \varphi_n(z) + V_{n1}(z) X_1 + \cdots + V_{nn}(z) X_n,$$

where $\varphi_n(z)$ is a rational number which does not depend on the $X_i$, and the $V_{ni}(z)$ are computable quantities which depend on the $X_i$ only through $X_1, X_2, \ldots, X_{i-1}$.

By the structure of this polynomial expansion, it is easy to see that $\varphi_n(z)$ is just $m/n$, that is, the proportion of paths of length $n$ for which $M_n \leq \sqrt{n} z$. And, by introducing on $\Omega^\infty$ the auxiliary uniform Bernoulli measure $\mu$, since $\varphi_n(z) = \mu(M_n/\sqrt{n} \leq z)$, we also have that $\varphi_n(z) \to \Phi(z)$, as $n \to \infty$, by the De Moivre–Laplace central limit theorem [4, Theorem VII.3.2]. Let us note that here and later the measure $\mu$ plays only an auxiliary role and in our purely game-theoretic framework it does not have any probabilistic interpretation. Indeed, it just provides a convenient way to express an underlying combinatorial argument.

With the help of the auxiliary measure $\mu$, the quantities $V_{ni}(z)$ can be evaluated by considering the proportion of paths of length $n$ for which $M_n \leq \sqrt{n} z$, given the initial realizations $(X_1, X_2, \ldots, X_i)$. In fact, we have

$$\mu \left( \frac{M_n}{\sqrt{n}} \leq z \mid X_1, \ldots, X_i \right) = \mu \left( I_{(-\infty, z]} \left( \frac{M_n}{\sqrt{n}} \right) = 1 \mid X_1, \ldots, X_i \right) = \mathbb{E} \left( I_{(-\infty, z]} \left( \frac{M_n}{\sqrt{n}} \right) \mid X_1, \ldots, X_i \right) = \varphi_n(z) + V_{n1}(z) X_1 + \cdots + V_{ni}(z) X_i,$$

where the expectation $\mathbb{E}(\cdot)$ is taken with respect to $\mu$, since, under $\mu$, the $X_i$ are independent random variables with $\mathbb{E}(X_i) = 0$ and $D(X_i) = 1$. And so, by considering the two conditioning sets $(X_1, \ldots, X_{i-1})$ and $(X_1, \ldots, X_{i-1}, X_i = 1)$, we immediately have

$$V_{ni}(z) = -\mu \left( \frac{M_n}{\sqrt{n}} \leq z \mid X_1, \ldots, X_{i-1} \right) + \mu \left( \frac{M_n}{\sqrt{n}} \leq z \mid X_1, \ldots, X_{i-1}, X_i = 1 \right).$$

By rewriting this last expression as

$$V_{ni}(z) = -\mu(M_{n-i+1} \leq z^*) + \mu(M_{n-i} \leq z^* - 1),$$

where $z^* = z\sqrt{n} - (X_1 + \cdots + X_{i-1})$, it is possible to see that we can bound $V_{ni}(z)$ by $-2^{-1} \mu(M_{n-i} = 0)$, or $-2^{-1} \mu(M_{n-i} = 1)$, depending on whether...
(n - i) is even or odd, which, by using Stirling's formula (see [4, Section II.9]), can both be approximated by

\[-\frac{1}{\sqrt{2\pi(n - i)}}, \text{ as } n \to \infty.\]  

(4)

4. The strong central limit theorem

4.1. Logarithmic averages. The following result is a direct version for \(M\)-typical sequences of the SCLT for logarithmic averages. Note that, for finite \(N\), the logarithmic average considered by Schatte's SCLT in (3) is not a distribution function, being greater than one for \(z\) large enough. However, it tends to a distribution function, as \(N \to \infty\).

**Theorem 5.** Consider the computable basic martingale \(M_n = \sum_{i=1}^{n} X_i\) with \(X_i \in \{-1, 1\}\). Then, for any \(M\)-typical sequence \(\xi\),

\[
\lim_{N \to \infty} \frac{1}{\ln N} \sum_{n=1}^{N} \frac{1}{n} I_{(-\infty,z]} \left( \frac{M_n}{\sqrt{n}} \right) = \Phi(z),
\]

uniformly in \(z \in \mathbb{R}\), where \(\Phi(z)\) is the standard normal distribution function.

**Proof.** Let us fix a \(z \in \mathbb{R}\). Since, from Section 3, for every \(n \in \mathbb{N}\),

\[
I_{(-\infty,z]} \left( \frac{M_n}{\sqrt{n}} \right) = \varphi_n + V_{n1}X_1 + \cdots + V_{nn}X_n,
\]

where \(\varphi_n\) is a rational number in \([0,1]\), such that \(\varphi_n \to \Phi(z)\), as \(n \to \infty\), and the \(V_{ni}\) are computable quantities which depend on the \(X_i\) only through \(X_1, X_2, \ldots, X_{i-1}\), we can write

\[
\frac{1}{\ln N} \sum_{n=1}^{N} \frac{1}{n} I_{(-\infty,z]} \left( \frac{M_n}{\sqrt{n}} \right) = \frac{1}{\ln N} \sum_{n=1}^{N} \frac{1}{n} \varphi_n + \frac{1}{\ln N} \sum_{n=1}^{N} \frac{1}{n} (V_{n1}X_1 + \cdots + V_{nn}X_n).
\]

Since the first term on the right-hand side tends to \(\Phi(z)\), as \(N \to \infty\), it remains to show that the second term tends to zero, as \(N \to \infty\). This can be written as

\[
\frac{1}{\ln N} R_N - \frac{1}{\ln N} \sum_{n=N+1}^{\infty} \frac{1}{n} (V_{n1}X_1 + \cdots + V_{nn}X_n),
\]

where

\[
R_N = \left( \sum_{r=1}^{\infty} \frac{1}{r} V_{r1} \right) X_1 + \left( \sum_{r=2}^{\infty} \frac{1}{r} V_{r2} \right) X_2 + \cdots + \left( \sum_{r=N}^{\infty} \frac{1}{r} V_{rN} \right) X_N
\]

\[
= \sum_{i=1}^{N} W_i X_i,
\]
say, is a computable $M$-martingale, and $W$ is a computable predictable sequence, negative, and, by using the asymptotic approximation (4), with

$$|W_i| = \left| \sum_{r=i}^{\infty} \frac{1}{r} V_{ri} \right| \sim \frac{1}{\sqrt{2\pi}} \sum_{r=1}^{\infty} \frac{1}{i+r} \frac{1}{\sqrt{r}} \leq \frac{c}{\sqrt{i}},$$

where $c$ is a constant.

Then since, for $i_j = \lfloor e^j \rfloor$,

$$\lim_{N \to \infty} \frac{1}{\ln N} \sum_{i=1}^{N} W_i X_i = \lim_{k \to \infty} \frac{1}{k} \sum_{j=1}^{k} (W_{ij-1+1} X_{ij-1+1} + \cdots + W_{ij} X_{ij}),$$

and since

$$\sum_{j=1}^{\infty} \frac{1}{j^2} (W_{ij-1+1}^2 + \cdots + W_{ij}^2) < \sum_{j=1}^{\infty} \frac{1}{j^2} \left( \frac{c^2}{i_j-1+1} + \cdots + \frac{c^2}{i_j} \right) < \sum_{j=1}^{\infty} \frac{c^2}{j^2} \frac{i_j - i_{j-1}}{i_j - 1} < \infty,$$

by the variant of the SLLN for sampled martingale transforms of [5] we have that, for any $M$-typical sequence, $(1/ \ln N) \sum_{i=1}^{N} W_i X_i \to 0$, as $N \to \infty$. Thus, since by the upper half of the LIL of [5, Theorem 3], for any $M$-typical sequence,

$$\lim_{N \to \infty} \frac{1}{\ln N} |M_N| \left| \sum_{n=N+1}^{\infty} \frac{1}{n} V_{nN} \right| \leq \lim_{N \to \infty} \frac{1}{\ln N} \sqrt{2N \ln \ln N} \frac{c}{\sqrt{N}} = 0,$$

and since the $V_{ni}$ are all non-positive, and for $i < N$,

$$\left| \sum_{n=N+1}^{\infty} \frac{1}{n} V_{ni} \right| < \sum_{n=N+1}^{\infty} \frac{1}{n} V_{nN},$$

where the term on the right-hand side tends to zero, as $N \to \infty$, we have that

$$\lim_{N \to \infty} \frac{1}{\ln N} \sum_{n=N+1}^{\infty} \frac{1}{n} (V_{n1} X_1 + \cdots + V_{nN} X_N)$$

$$= \lim_{N \to \infty} \frac{1}{\ln N} \sum_{n=N+1}^{\infty} \frac{1}{n} (V_{n1} X_1 + \cdots + V_{nN} X_N) = 0,$$

and the theorem is proved.

The next result is about the first moment, in logarithmic average, of the standardized martingale $M_n/\sqrt{n}$. 

---
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Lemma 2. Consider the computable basic martingale $M_n = \sum_{i=1}^{n} X_i$, with $X_i \in \{-1, 1\}$. Then, for any $M$-typical sequence $\xi$,

$$\lim_{N \to \infty} \frac{1}{\ln N} \sum_{n=1}^{N} \frac{1}{n} \frac{M_n}{\sqrt{n}} = 0.$$ 

Proof. Write

$$\frac{1}{\ln N} \sum_{n=1}^{N} \frac{1}{n} \frac{M_n}{\sqrt{n}} = \frac{1}{\ln N} \sum_{i=1}^{N} W_i X_i - \frac{1}{\ln N} \sum_{n=N+1}^{\infty} \frac{1}{n} \frac{M_n}{\sqrt{n}},$$

where $W_i = \sum_{r=1}^{\infty} r^{-3/2} = o(i^{-1/2})$, is a computable predictable sequence.

Then, by considering that $\sum_{i=1}^{N} W_i X_i$ is a computable $M$-martingale, since, for $i_j = \lfloor e^j \rfloor$,

$$\lim_{N \to \infty} \frac{1}{\ln N} \sum_{i=1}^{N} W_i X_i = \lim_{k \to \infty} \frac{1}{k} \sum_{j=1}^{k} (W_{i_j-1+1} X_{i_j-1+1} + \cdots + W_{i_j} X_{i_j}),$$

and since

$$\sum_{j=1}^{\infty} \frac{1}{j^2} (W_{i_j-1+1}^2 + \cdots + W_{i_j}^2) < \sum_{j=1}^{\infty} \frac{1}{j^2} \left( \frac{c^2}{i_{j-1} + 1} + \cdots + \frac{c^2}{i_j} \right)$$

$$< \sum_{j=1}^{\infty} \frac{c^2}{j^2} \frac{i_j - i_{j-1}}{i_j + 1} < \infty,$$

by the variant of the SLLN for sampled martingale transforms of [5] we have that, for any $M$-typical sequence, $(1/ \ln N) \sum_{i=1}^{N} W_i X_i \to 0$, as $N \to \infty$.

Moreover, by using the upper half of the LIL of [5, Theorem 3], we have that, for any $M$-typical sequence,

$$\lim_{N \to \infty} \left| \frac{1}{\ln N} \sum_{n=N+1}^{\infty} \frac{1}{n} \frac{M_n}{\sqrt{n}} \right| \leq \lim_{N \to \infty} \frac{1}{\ln N} \sqrt{2N \ln \ln N} \frac{c}{\sqrt{N + 1}} = 0.$$ 

Lemma 2 is proved.

Let us note that we might have considered all the moments, in logarithmic average, of the standardized martingale $M_n/\sqrt{n}$ in a similar way.

4.2. Subsequences. The following theorem is a direct version for $M$-typical sequences of Schatte’s SCLT for subsequences. It is worth noting that its proof follows closely the proof of Theorem 5. Let us first consider the following definition. For every fixed rational number $\alpha \in (0, 1)$, let $\{n_k\}$ be the computable subsequence of $\{n\}$ such that $n_0 = 0$, $n_1 = 1$, and, for $k = 2, 3, \ldots$, $n_k$ is the first integer for which

$$\frac{\sqrt{n_k-1}}{\sqrt{n_k}} \leq \alpha.$$  

(5)
Theorem 6. Consider the computable basic martingale \( M_n = \sum_{i=1}^{n} X_i \), with \( X_i \in \{-1, 1\} \), and, for a fixed rational number \( \alpha \in (0, 1) \), the computable subsequence \( \{n_k\} \) given by (5). Then, for any \( M \)-typical sequence \( \xi \),

\[
\lim_{K \to \infty} \frac{1}{K} \sum_{j=1}^{K} I_{(-\infty,z)} \left( \frac{M_{n_j}}{\sqrt{n_j}} \right) = \Phi(z),
\]

uniformly in \( z \in \mathbb{R} \).

Proof. Let us fix a \( z \in \mathbb{R}_c \). From Section 3, for every \( n_j, j = 1, 2, \ldots \),

\[
I_{(-\infty,z)} \left( \frac{M_{n_j}}{\sqrt{n_j}} \right) = \varphi_{n_j} + V_{n_j,1}X_1 + \cdots + V_{n_j,n_j}X_{n_j},
\]

where \( \varphi_{n_j} \) is a rational number in \([0,1]\), such that \( \varphi_{n_j} \to \Phi(z) \), as \( n_j \to \infty \), and the \( V_{n_j,i} \) are computable quantities which depend on the \( X_i \) only through \( X_1, X_2, \ldots, X_{i-1} \). Then we have

\[
\frac{1}{K} \sum_{j=1}^{K} I_{(-\infty,z)} \left( \frac{M_{n_j}}{\sqrt{n_j}} \right) = \frac{1}{K} \sum_{j=1}^{K} \varphi_{n_j} + \frac{1}{K} \sum_{j=1}^{K} (V_{n_j,1}X_1 + \cdots + V_{n_j,n_j}X_{n_j}),
\]

and since the first term on the right-hand side tends to \( \Phi(z) \), as \( K \to \infty \), we have to show that the second term tends to zero, as \( K \to \infty \). To show this, write it as

\[
\frac{1}{K} R_K - \frac{1}{K} \sum_{j=K+1}^{\infty} (V_{n_j,1}X_1 + \cdots + V_{n_j,n_K}X_{n_K}),
\]

where

\[
R_K = \sum_{j=1}^{K} (W_{n_{j-1}+1}X_{n_{j-1}+1} + \cdots + W_{n_j}X_{n_j}),
\]

and \( W_i = \sum_{r=j}^{\infty} V_{n_{r-1}+1}X_{n_{r-1}+1} + \cdots + V_{n_j}X_{n_j} \), is a negative computable predictable sequence, such that, by using the asymptotic approximation (4),

\[
|W_{n_j}| = \left| \sum_{r=j}^{\infty} V_{n_{r-1},n_j} \right| \sim \frac{1}{\sqrt{2\pi}} \sum_{r=j+1}^{\infty} \frac{1}{\sqrt{n_r - n_j}} \leq \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{n_j}} \sum_{r=1}^{\infty} \frac{\alpha^r}{\sqrt{1 - \alpha^{2r}}} \leq c \alpha^{j-1},
\]

where \( c \) is a constant.

Then, since \( |W_i| \leq |W_{n_j}| \), when \( i \leq n_j \),

\[
\sum_{j=1}^{\infty} \frac{1}{j^2} (W_{n_{j-1}+1}^2 + \cdots + W_{n_j}^2) \leq \sum_{j=1}^{\infty} \frac{1}{j^2} W_{n_j}^2 (n_j - n_{j-1}) \leq c^2 (1 - \alpha^2) \sum_{j=1}^{\infty} \frac{1}{j^2} < \infty,
\]

\[
\sum_{j=1}^{\infty} \frac{1}{j^2} (W_{n_{j-1}+1}^2 + \cdots + W_{n_j}^2) \leq \sum_{j=1}^{\infty} \frac{1}{j^2} W_{n_j}^2 (n_j - n_{j-1}) \leq c^2 (1 - \alpha^2) \sum_{j=1}^{\infty} \frac{1}{j^2} < \infty,
\]
and by the variant of the SLLN for sampled martingale transforms of [5] we have that, for any $M$-typical sequence, $\lim_{K \to \infty} (1/K) R_K = 0$. Also, by the upper half of the LIL of [5, Theorem 3], for any $M$-typical sequence,

$$\lim_{K \to \infty} \frac{1}{K} |M_{nK}| \left| \sum_{j=K+1}^{\infty} V_{n_j, n_K} \right| \leq \lim_{K \to \infty} \frac{1}{K} \sqrt{2n_K \ln \ln n_K} \frac{c}{\sqrt{n_K}} = 0,$$

and since the $V_{n_j, i}$ are all non-positive, and for $i < n_K$,

$$\left| \sum_{j=K+1}^{\infty} V_{n_j, i} \right| < \left| \sum_{j=K+1}^{\infty} V_{n_j, n_K} \right|,$$

where the term on the right-hand side tends to zero, as $K \to \infty$, we have that

$$\lim_{K \to \infty} \frac{1}{K} \sum_{j=K+1}^{\infty} (V_{n_j, 1} X_1 + \cdots + V_{n_j, n_K} X_{n_K}) = \lim_{K \to \infty} \frac{1}{K} \sum_{j=K+1}^{\infty} (V_{n_j, n_K} X_1 + \cdots + V_{n_j, n_K} X_{n_K}) = 0,$$

and the theorem is proved.

Let us finally consider the analogue for subsequences of Lemma 2, which, although presented as the last result in the series, can be seen as the prototype result of this section.

**Lemma 3.** Consider the computable basic martingale $M_n = \sum_{i=1}^{n} X_i$, with $X_i \in \{-1, 1\}$, and, for a fixed rational number $\alpha \in (0, 1)$, the computable subsequence $\{n_k\}$ given by (5). Then, for any $M$-typical sequence $\xi$,

$$\lim_{K \to \infty} \frac{1}{K} \sum_{j=1}^{K} \frac{M_{n_j}}{\sqrt{n_j}} = 0.$$

**Proof.** We have

$$\frac{1}{K} \sum_{j=1}^{K} \frac{M_{n_j}}{\sqrt{n_j}} = \frac{1}{K} \sum_{j=1}^{K} W_j (X_{n_j-1+1} + \cdots + X_{n_j}) - \frac{1}{K} \sum_{j=K+1}^{\infty} \frac{M_{n_K}}{\sqrt{n_j}},$$

where

$$W_j = \sum_{r=j}^{\infty} \frac{1}{\sqrt{n_r}} \leq \sum_{r=j}^{\infty} \alpha^{r-1} = \frac{\alpha^j}{1-\alpha},$$

since $\sqrt{n_{j-1}}/\sqrt{n_j} \leq \alpha$. Then

$$\sum_{j=1}^{\infty} \frac{1}{j^2} W_j^2 (n_j - n_{j-1}) \leq \frac{1-\alpha^2}{(1-\alpha)^2} \sum_{j=1}^{\infty} \frac{1}{j^2} < \infty,$$
and by the variant of the SLLN for sampled martingale transforms in [5] we have that, for any $M$-typical sequence, $\lim_{K \to \infty} (1/K) \sum_{j=1}^{K} W_j (X_{n_j-1+1} + \cdots + X_{n_j}) = 0$. Also, by the upper half of the LIL in [5, Theorem 3], for any $M$-typical sequence,

$$\lim_{K \to \infty} \frac{1}{K} \left| M_{n_K} \right| \sum_{j=K+1}^{\infty} \frac{1}{\sqrt{n_j}} \leq \lim_{K \to \infty} \frac{1}{K} \sqrt{2n_K \ln \ln n_K} \frac{a^K}{1 - \alpha} = 0,$$

and the result is proved.

Remark 2. It might be observed that in our proofs of the above SCLT type results the use of the SLLN is not sufficient, and we have to resort to the upper half of the LIL. As far as we know, Theorem 5 and 6 represent the first algorithmic versions, in whatever probability foundations, of the SCLT. In fact, it seems that in the traditional algorithmic probability frameworks, where a Kolmogorovian probability distribution $P$ is employed, no version of this result has yet been proved for some random (typical or chaotic) sequences.
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