1. Introduction and preliminaries. Research activities on nonstationary processes are growing. There are many varieties of nonstationarities. In contrast to the stationary processes, there is no global time series analysis for nonstationary processes. For some types of nonstationary processes and their applications see [1], [7], [2] and [11], [9], [10], [12], [5], [4], [3]. In this work we introduce and study a class of processes which are in general nonstationary, and assume spectral kernels of certain types, we call such processes simple processes, that include stationary processes and discrete time periodically correlated (cyclostationary) processes. After short preliminaries given below, in Section 2 we introduce simple random measures and their spectral densities and spectral kernels. Simple processes are introduced in Section 3, where spectral domain and time domain together with the elements of prediction are established. Section 4 is devoted to the simulation of simple processes.

Let $(D, \mathcal{D})$ be a measurable space, and let $L^2(\Omega, \mathcal{F}, P)$ be the Hilbert space of zero mean complex random variables $X$ on the probability space.
Let \( \Phi \) be an OS random measure, then \( \mu(A) = \mathbb{E}|\Phi(A)|^2 \) defines a positive measure on \((D, \mathcal{D})\) which is called the spectral measure of \( \Phi \). A set \( B \in \mathcal{D} \) is a support of \( \Phi \), if it is a support of \( \mu \).

Let \( \Phi_1, \ldots, \Phi_d \) be OS (IS) random measures on \( \mathcal{D} \) for which \( \{\Phi_1(A), \ldots, \Phi_d(A)\} \) and \( \{\Phi_1(B), \ldots, \Phi_d(B)\} \) are orthogonal (independent) if \( A \cap B = \emptyset \); then for every \( A, B \in \mathcal{D} \), \( \Phi = (\Phi_1, \ldots, \Phi_d) \) is a \( d \)-dimensional random measure. The spectral measure of \( \Phi \), denoted by \( \mu \), is defined by
\[
\mu(A) = \mathbb{E}(\Phi(A) \overline{\Phi}(A)), \quad A \in \mathcal{D},
\]
which is a \( d \times d \) matrix \( \mu = [\mu_{kj}] \), where, for each \( k, j \), \( \mu_{kj}(\cdot) = \mathbb{E}\Phi_k(\cdot)\overline{\Phi_j(\cdot)} \)
and defines a complex measure on \( \mathcal{D} \). The spectral domain of \( \Phi \) is the space \( \mathcal{L}^2(\mu) \) that consists of all vector-valued \( \mathcal{D} \)-measurable functions \( f = (f_1, \ldots, f_d) \) on \( D \) such that
\[
\int_D f(d\mu) f^* < \infty,
\]
where \( * \) stands for the complex-transpose. The integral given above is defined in [8].

2. Simple random measures. To depart from OS (IS) random measures, it is natural to study random measures that are finite sums of OS (IS) random measures with disjoint supports.

Suppose \( \Phi_1, \ldots, \Phi_m \) are OS (IS) random measures with spectral measures \( \mu_1, \ldots, \mu_m \) respectively, which are defined on \( \mathcal{D} \). Assume \( \mu_j \) is supported by \( B_j \), \( i = 1, \ldots, m \), and \( B_i \cap B_j = \emptyset \) for \( i \neq j \). Define
\[
\Phi(A) = \Phi_1(A \cap B_1) + \cdots + \Phi_m(A \cap B_m),
\]
then \( \Phi \) is a random measure on \( \mathcal{D} \) which is called here a «simple random measure» and in general is not OS (IS).

For the random measure \( \Phi \) in (2.1):
\[
\mathbb{E}\Phi(dx) \Phi(dy) = \mathbb{E}\Phi_j(dx)\overline{\Phi_i(dy)}, \quad x \in B_j, \quad y \in B_i,
\]
which exhibits that $\Phi$ is not OS unless $\Phi_j \perp \Phi_i$ for $j \neq i$, furthermore $\mathbb{E}[\Phi_i(A)]^2$ cannot be specified unless $\nu_{jk}(E, F) = \mathbb{E}\Phi_j(E)\Phi_k(F)$ is known for $E \subset B_j$, $F \subset B_k$.

A situation that $\nu_{jk}(E, F)$ can be specified is when $\Phi$ is induced by an $m$-variate random measure and $m$ measurable mappings. To construct such $\Phi$, let $\Psi_i = (\Psi_{1i}, \ldots, \Psi_{mi})$ be an $m$-variate OS (IS) random measure on $B_1$, with spectral measure $\mu = [\mu_{jk}]$, and let $T_j: B_1 \to B_j$, $j = 1, \ldots, m$, be measurable mappings. Let $\Phi_j = \Psi_j T_j^{-1}$ in (2.1), then for the resulting $\Phi$,

$$\nu_{jk}(E, F) = \mathbb{E}\Psi_j(T_j^{-1}(E))\Psi_k(T_k^{-1}(F)) = \mu_{jk}(T_j^{-1}(E) \cap T_k^{-1}(F)).$$

Interestingly, in this case

$$\nu(A \times C) = \sum_{j,k} \nu_{jk}(A \cap B_j, C \cap B_k),$$

defines a measure (product measure) on $(D \times D, \mathcal{D} \times \mathcal{D})$ and is called the spectral measure of $\Phi$.

If the mappings $T_1, \ldots, T_m$ are one-to-one, then on each rectangle $B_j \times B_k$, $\nu$ is supported by the curve $y = T_k T_j^{-1}(x)$, namely,

$$\nu(E_{jk}) = \mu_{jk}\{T_j^{-1}(x): (x, T_k T_j^{-1}(x)) \in E_{jk}\}, \quad E_{jk} \subset B_j \times B_k.$$ 

Indeed for $E \subset D \times D$ let $E_{j,k} = E \cap (B_j \times B_k)$, then

$$\nu(E) = \sum_{j,k} \nu(E_{j,k}) = \sum_{l=-m+1}^{m-1} \sum_{j=\max\{1-l,1\}}^{\min\{m-l,m\}} \nu(E_{j,l+j}).$$

$$= \sum_{j=1}^{m} \nu(E_{j,j}) + \sum_{l=1}^{m-1} \left\{ \sum_{j=1}^{m-l} \nu(E_{j,l+j}) + \sum_{j=m-l+1}^{\min\{2m-l,m\}} \nu(E_{j,j+l-m}) \right\}. \tag{2.2}$$

Now define $\mu_0, \ldots, \mu_{m-1}$ on $D$ through

$$\mu_0(A) = \sum_{j=1}^{m} \mu_{j,j}(T_j^{-1}(A \cap B_j)),$$ 

$$\mu_l(A) = \sum_{j=m-l+1}^{m} \mu_{j,j+l-m}(T_j^{-1}(A \cap B_j)) + \sum_{j=1}^{m-1} \mu_{j,j+l}(T_j^{-1}(A \cap B_j)),$$ 

for $l = 1, \ldots, m-1$, then

$$\nu(E) = \sum_{l=0}^{m-1} \mu_l\{x \in D: (x, y) \in E, \text{ for some } y\}, \quad E \subset D \times D. \tag{2.3}$$

Therefore the spectral measure $\nu$ is specified by $m$ complex measures $\mu_0, \ldots, \mu_{m-1}$ on $D$, that are determined by $\mu = [\mu_{jk}]$, the spectral measure of the $m$-variate random vector $\Phi = (\Phi_1, \ldots, \Phi_m)$. The spectral measure $\mu$ also can be specified from $\mu_0, \ldots, \mu_{m-1}$, namely,

$$\mu_{j,k}(F) = \mu_{m+k-j}(T_j(F)), \quad k-j < 0, \quad F \subset B_1,$$

$$\mu_{j,k}(F) = \mu_{k-j}(T_j(F)), \quad k-j \geq 0, \quad F \subset B_1. \tag{2.4}$$
Therefore \( \nu \) and \( \mu \) uniquely specify each other. We arrive at the following theorem.

**Theorem 2.1.** Let \( \mu_0, \ldots, \mu_{m-1} \) be complex measures on the measurable space \((D, \mathcal{F})\), let \( \{B_1, \ldots, B_m\} \) be a partition for \( D \) of elements of \( \mathcal{F} \), and let \( T_j: B_1 \rightarrow B_j, j = 1, \ldots, m \), be one-to-one measurable mappings. Then \((\mu_0, \ldots, \mu_{m-1})\) is the spectrum of a simple random measure, if \( \mu = [\mu_{jk}] \) which is formed from \((\mu_0, \ldots, \mu_{m-1})\) through (2.5) is the spectral matrix of an \( m \)-variate random vector \( \Psi = (\Psi_1, \ldots, \Psi_m) \) supported by \( B_1 \). (In this case we say that \( \Phi \) is induced by \( \Psi \) and \((T_1, \ldots, T_m)\).)

A simple random measure is not in general OS (IS), but it takes its values in the time domain of an OS (IS) random measure. Such observation is useful to specify the spectral domain for purpose of prediction, see [11]. The following lemma clarifies this point.

**Lemma 2.1.** Let \( \Psi = (\Psi_1, \ldots, \Psi_m) \) and let \( T_1, \ldots, T_m \) be as in Theorem 2.1 with spectral measure \( \mu = [\mu_{jk}] \). Suppose there is a positive measure \( \mu \) on \( B_1 \) for which \( \mu_{jk} = [f_{jk}] = f \) exists, and \( f \) is full rank \( \mu \)-a.e. Then there is an OS random measure \( \Lambda \) on \( D \) for which

\[
\begin{align*}
(\text{i}) \quad & E|\Lambda(T_j(A))|^2 = \mu(A), \quad A \subset B_1, \quad j = 1, \ldots, m, \\
(\text{ii}) \quad & \Psi_j(dx) = \sum_{k=1}^m a_{jk}(x) \Lambda(T_k(dx)), \quad j = 1, \ldots, m, \quad x \in B_1,
\end{align*}
\]

where \( a_{jk}(x), j, k = 1, \ldots, m, \) are complex functions on \( D \) and are formed by a decomposition of \( f \), namely,

\[
\begin{align*}
f(x) = A(x) A^*(x), \quad A(x) = [a_{jk}(x)], \quad x \in B_1 \quad (2.6)
\end{align*}
\]

(where \( A^*(x) \) is the conjugate transpose of \( A(x) \)).

**Proof.** To construct \( \Lambda \), following [8, p. 40], let \( \Lambda_j(dx) = b_j(x) \Psi_j(dx), \) \( x \in B_1, \) \( j = 1, \ldots, m, \) where \( b_j(x) \) is the \( j \)-th row of the \( A^{-1} \). Then \( \Lambda = (\Lambda_1, \ldots, \Lambda_m) \) is OS on \( B_1 \). Indeed

\[
E\Lambda_j(dx) \overline{\Lambda_k(dx)} = b_j(x) b^*_k(x) \mu(dx) = \begin{cases} 0, & j \neq k, \\ \mu(dx), & j = k. \end{cases}
\]

Define \( \Lambda(dx) = \Lambda_j(T_j^{-1}(dx)), \) \( x \in B_j, \) \( j = 1, \ldots, m. \) Then

\[
E|\Lambda(T_j(A))|^2 = E|\Lambda_j(T_j^{-1}(T_j(A)))|^2 = \mu(A), \quad A \subset B_1, \quad j = 1, \ldots, m,
\]

giving (i). For (ii), note that \( \Psi' = AA' \). Therefore,

\[
\Psi_j(dx) = \sum_{k=1}^m a_{jk}(x) \Lambda_k(dx) = \sum_{k=1}^m a_{jk}(x) \Lambda(T_k(dx)), \quad x \in B_1.
\]

The spectral measure of \( \Lambda \) on \((D, \mathcal{F})\) is given by

\[
\mu_\Lambda(A) = \sum_{j=1}^m \mu(T_j^{-1}(A \cap B_j)), \quad A \subset D.
\]

The proof is complete.
Remark 2.1. If the spectral density matrix $f$ is not full rank, but has rank $q < m$, $\mu$-a.e., then it follows from [8, Sec. 1.9] that the conclusion in Lemma 2.1 is still valid but the number of sets in the partition and the number of transformations should be reduced to $q$.

To proceed, we assume that the assumptions of Lemma 2.1 are fulfilled, $q = m$.

Theorem 2.2. Let $\Phi$ be a simple random measure with spectrum $(\mu_0, \ldots, \mu_{m-1})$ given by (2.3), and let $\mu = [\mu_{jk}]$ given by (2.5) satisfy the assumptions of Lemma 2.1. Then there is an OS random measure $\Lambda$ on $(D, \mathcal{D})$ for which

$$\Phi(A) = \int_D h(x, A) \Lambda(dx), \quad A \subset D,$$

where

$$h(x, A) = \sum_{k=1}^{m} \sum_{j=1}^{m} a_{jk}(T_k^{-1}(x)) I_{T_k T_j^{-1}(A \cap B_j)}(x); \quad (2.7)$$

$a_{jk}(x)$, $j, k = 1, \ldots, m$, are as in Lemma 2.1 and are related to the matrix $f$ via (2.6).

Proof. Apply Lemma 2.1 and note that $\Phi$ is induced by an $m$-variate random vector with spectral matrix $\mu$:

$$\Phi(A) = \sum_{j=1}^{m} \Psi_j(T_j^{-1}(A \cap B_j)) = \sum_{j=1}^{m} \sum_{k=1}^{m} \int_{T_j^{-1}(A \cap B_j)} a_{jk}(x) \Lambda(T_k(dx))$$

$$= \sum_{k=1}^{m} \sum_{j=1}^{m} \int_{T_k(T_j^{-1}(A \cap B_j))} a_{jk}(T_k^{-1}(x)) \Lambda(dx)$$

$$= \int_{D} \sum_{k=1}^{m} \sum_{j=1}^{m} a_{jk}(T_k^{-1}(x)) I_{T_k(T_j^{-1}(A \cap B_j))}(x) \Lambda(dx).$$

The proof is complete.

Remark 2.2. Two types of decomposition for the density $f$ in (2.6) are common. Consider the Cholesky decomposition, in which the matrix $A$ is triangular and the elements on the main diagonal are positive. In this case define complex functions $a_k$, $k = 0, \ldots, m - 1$, on $D$ through

$$a_{jk}(x) = \begin{cases} a_{j-k}(T_j(x)) & \text{if } j \geq k, \\ 0 & \text{if } j < k, \end{cases}$$

giving that

$$A(x) = [a_{j-k}(T_j(x))]_{j \geq k}, \quad x \in B_1. \quad (2.8)$$

Note that $a_k(x)$ is zero on $\bigcup_{j=1}^{k} B_j$, $k = 1, \ldots, m - 1$, $a_0(x) \neq 0$ on $D$. In this case

$$\Psi_j(dx) = \sum_{k=0}^{j-1} a_k(T_j(x)) \Lambda(T_{j-k}(dx)), \quad j = 1, \ldots, m, \quad x \in B_1.$$
The next case is that $A$ is the boundary value of an analytic matrix with no zero in the interior of the corresponding region. This type of decomposition plays fundamental role in the extrapolation of multivariate stationary processes, \cite{[1]}, \cite{[8]}. 

Remark 2.3. $h(x, A)$ given in (2.7) can be written as

$$h(x, A) = \sum_{k=1}^{m} \sum_{j=1}^{m} a_{jk}(T_k^{-1}(x)) I_{(A \cap B_j)}(T_j T_k^{-1}(x)) I_{B_k}(x); \quad (2.9)$$

it defines a kernel, for $x \in B_k$, $h(x, \cdot)$ is supported by the atoms $T_j T_k^{-1}(x)$, $j = 1, \ldots, m$, with corresponding masses $a_{jk}(T_j T_k^{-1}(x))$. We refer to $h(\cdot, \cdot)$ as the spectral kernel of the simple random measure $\Phi$.

If (2.6) is the Cholesky decomposition, then the kernel $h(x, A)$ is given by

$$h(x, A) = \sum_{k=1}^{m} \sum_{j=k}^{m} a_{j-k}(T_j T_k^{-1}(x)) I_{(A \cap B_j)}(T_j T_k^{-1}(x)) I_{B_k}(x), \quad (2.10)$$

where for $x \in B_k$, $h(x, \cdot)$ is supported by the atoms $T_j T_k^{-1}(x)$, $j = k, \ldots, m$, with corresponding masses $a_{j-k}(T_j T_k^{-1}(x))$.

Example 2.1. Let $m = 2$, then in (2.9),

$$h(x, A) = a_{11}(x) I_{A \cap B_1}(x) + a_{12}(T_2^{-1}(x)) I_{A \cap B_1}(T_2^{-1}(x)) I_{B_2}(x) + a_{21}(x) I_{A \cap B_2}(T_2(x)) I_{B_1}(x) + a_{22}(T_2^{-1}(x)) I_{A \cap B_2}(x).$$

Therefore for $x \in B_1$, $h(x, \cdot)$ is concentrated at $x, T_2(x)$ with masses $a_{11}(x)$ and $a_{21}(x)$, respectively. For $x \in B_2$, $h(x, \cdot)$ is concentrated at $x, T_2^{-1}(x)$ with masses $a_{22}(T_2^{-1}(x)), a_{12}(T_2^{-1}(x))$, respectively. Also note that (2.10) becomes

$$h(x, A) = a_0(x) I_{A \cap B_1}(x) + a_1(T_2(x)) I_{A \cap B_2}(T_2(x)) I_{B_1}(x) + a_0(x) I_{A \cap B_2}(x) I_{B_1}(x)$$

which exhibits that for $x \in B_1$, $h(x, \cdot)$ is concentrated at $x, T_2(x)$ with masses $a_0(x), a_1(T_2(x))$, respectively. For $x \in B_2$, $h(x, \cdot)$ is concentrated at $x$ with mass $a_0(x)$.

Example 2.2. Let $D = \mathbb{R}$, $B_1 = (-\infty, 0)$, $B_2 = [0, \infty)$, and

$$\Phi(A) = \Phi_1(A \cap (-\infty, 0)) + \Phi_2(A \cap [0, \infty)).$$

Assume $\Phi$ is induced by $\Psi = (\Psi_1, \Psi_2)$ and $T_1(x) = x$, $T_2(x) = -x$ on $B_1$. Then \{\mu_0, \mu_1\}, where

$$\mu_0(dx) = \mu_{11}(dx), \quad -\infty < x < 0; \quad \mu_0(dx) = \mu_{22}(dx), \quad 0 < x < \infty,$$

$$\mu_1(dx) = \mu_{12}(dx), \quad -\infty < x < 0; \quad \mu_1(dx) = \mu_{21}(dx), \quad 0 < x < \infty,$$

is the spectral measure of $\Phi$. Using (2.10), we see the spectral measure $\nu$ is supported by the lines $y = x, y = -x, x \in \mathbb{R}$. The kernel $h(x, A)$ in (2.10)
is given by
\[ h(x, A) = a_0(x) I_A(x) + a_1(-x) I_{A \cap B_2}(T_2(x)) I_{B_1}(x). \]

**Example 2.3.** Let in Example 2.2 \( T_2(x) = x^2 \). Then \( \nu \) is supported by \( y = x \) and \( y = x^2 I_{(-\infty, 0)}(x) - \sqrt{x} I_{(0, \infty)}(x) \). The kernel \( h(x, A) \) in (2.10) is given by
\[ h(x, A) = a_0(x) I_A(x) + a_1(x^2) I_{A \cap B_2}(x^2) I_{B_1}(x). \]
and in (2.9) is given by
\[ h(x, A) = a_{11}(x) I_{A \cap B_1}(x) + a_{12}(-\sqrt{x}) I_{A \cap B_1}(-\sqrt{x}) I_{B_2}(x) \\
+ a_{21}(x) I_{A \cap B_2}(x^2) I_{B_1}(x) + a_{22}(-\sqrt{x}) I_{A \cap B_2}(x). \]

**Example 2.4.** Let \( D = [0, 2\pi], B_1 = [0, a), B_2 = (a, 2\pi] \), and let \( \Phi \) be induced by \( \Psi = (\Psi_1, \Psi_2) \) and \( T_1(x) = x, T_2(x) = \frac{2\pi - a}{a} x + a \). Using (2.10) we see then that \( \nu \) is supported by \( y = x \) and
\[ y = \left( \frac{2\pi - a}{a} x + a \right) I_{[0,a)}(x) + \frac{a}{2\pi - a} (x - a) I_{(a,2\pi]}(x). \]
The kernel \( h(x, A) \) is given by
\[ h(x, A) = a_0(x) I_{[0,a]}(x) \\
+ a_1\left( \frac{2\pi - a}{a} x + a \right) I_{A \cap (a,2\pi]} \left( \frac{2\pi - a}{a} x + a \right) I_{[0,a)}(x). \]

An interesting class of random measures whose elements follow the construction given above is the class of periodically correlated, PC, random measures on \(([0, 2\pi), \mathcal{B}([0, 2\pi]))\). Let \( B_j = [2\pi(j - 1)/d, 2\pi j/d), j = 1, \ldots, d, \) and let \( \Psi = (\Psi_1, \ldots, \Psi_d) \) be a \( d \)-variate random vector on \([0, 2\pi/d)\) with the spectral measure \( \mu = [\mu_{jk}]\). Also let \( T_j(x) = x + 2\pi(j - 1)/d, x \in B_1, j = 1, \ldots, d, \) Then the resulting simple random measure \( \Phi \) is called PC. Its spectral measure \( \nu \) on each rectangle \([2\pi(j - 1)/d, 2\pi j/d) \times [2\pi(k - 1)/d, 2\pi k/d)\) is supported by the lines \( y = x + 2\pi(k - j)/d \). Hence on \([0, 2\pi) \times [0, 2\pi)\) the measure \( \nu \) is supported by the lines \( y = x + 2\pi l/d, l = -d + 1, \ldots, d - 1. \) The measures \( \nu \) and \( \mu_0, \ldots, \mu_{d-1} \) are as follows
\[ \mu_0(A) = \sum_{j=1}^{d} \mu_{jj}(A \cap \left[ \frac{2\pi(j - 1)}{d}, \frac{2\pi j}{d} \right) - \frac{2\pi(j - 1)}{d}), \]
\[ \mu_l(A) = \sum_{j=l}^{\min\{2d-l,d\}} \mu_{j,j+l-d}(A \cap \left[ \frac{2\pi(j - 1)}{d}, \frac{2\pi j}{d} \right) - \frac{2\pi(j - 1)}{d}) \\
+ \sum_{j=1}^{d-l} \mu_{j,l+j}(A \cap \left[ \frac{2\pi(j - 1)}{d}, \frac{2\pi j}{d} \right) - \frac{2\pi(j - 1)}{d}). \]
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and

\[ \nu(E) = \sum_{l=0}^{d-1} \mu_t \{ (x, y) : (x, y) \in E \text{ for some } y \}. \]  

(2.11)

Then (2.5) becomes

\[
\begin{align*}
\mu_{jk}(dx) &= \mu_{d+k-j} \left( dx + \frac{2\pi(j-1)}{d} \right), & k - j < 0, \\
\mu_{jk}(dx) &= \mu_{k-j} \left( dx + \frac{2\pi(j-1)}{d} \right), & k - j \geq 0.
\end{align*}
\]

(2.12)

Therefore \( \nu \) and \( \mu \) uniquely specify each other. The following Theorem is immediate from Theorem 2.1.

**Theorem 2.3.** A complex measure \( \nu \) on \( [0, 2\pi) \times [0, 2\pi) \) is the spectral measure of a PC random measure \( \Phi \) on \( [0, 2\pi) \) if it is supported by the lines \( y = x + 2\pi l/d, \) \( l = -d+1, \ldots, d-1, \) and \( \mu = [\mu_{jk}]_{d \times d} \) that is formed from \( \nu \) via (2.12) is the spectral measure of a d-variate random measure \( (\Psi_1, \ldots, \Psi_d) \) on \( [0, 2\pi/d), \) where in (2.12)

\[
\mu_l(A) = \begin{cases} 
\nu \{ (x, y) : x \in A, \ y = x + \frac{2\pi l}{d} \}, & A \subset \left[ 0, \frac{2\pi(d-l)}{d} \right), \\
\nu \{ (x, y) : x \in A, \ y = x - \frac{2\pi(d-l)}{d} \}, & A \subset \left[ 0, \frac{2\pi(d-l)}{d} \right)
\end{cases}
\]

for \( l = 0, \ldots, d - 1. \) Moreover

\[
\Phi(A) = \Psi_1 \left( \bigcap_{l=0}^{d-1} \left[ 0, \frac{2\pi l}{d} \right) \right) + \Psi_2 \left( \bigcap_{l=0}^{d-1} \left[ \frac{2\pi}{d}, \frac{4\pi}{d} \right) - \frac{2\pi}{d} \right) + \cdots + \Psi_d \left( \bigcap_{l=0}^{d-1} \left[ \frac{2\pi(d-l)}{d}, 2\pi \right) - \frac{2\pi(d-l)}{d} \right).
\]

Conversely, if \( \Phi \) is a PC random measure on \( [0, 2\pi) \), i.e., (2.6) is satisfied, then its spectral measure \( \nu \) is given by (2.3) and (2.4).

By Theorem 2.2, the spectral kernel of a PC random measure \( \Phi \) is given by

\[ h(x, A) = \sum_{k=0}^{d-1} a_k \left( x + \frac{2\pi k}{d} \right) I_{A \cap [0, 2\pi(d-k)/d)}(x); \]

where \( a_k \)'s are complex functions on \( [0, 2\pi) \) subject to \( a_k(x) = 0 \) for \( x \in [0, 2\pi j/d), \) \( k = 0, \ldots, d-1, \) and are uniquely determined by the Cholesky factor of the density \( f = [f_{jk}], \) i.e.,

\[ f(x) = A(x) A^*(x), \quad 0 \leq x < \frac{2\pi}{d}, \]  

(2.13)

\[ A(x) = \left[ a_{j-k} \left( x + \frac{2\pi j}{d} \right) \right]_{j \geq k}, \]  

(2.14)
where $f = \frac{\partial \mu}{\partial a} = [f_{jk}]$ and $\mu(A + 2\pi l/d) = \mu(A)$, $A \subseteq [0, 2\pi/d)$, $l = 0, \ldots, d - 1$.

Note that for each $x \in [0, 2\pi)$, $h(x, \cdot)$ is concentrated on the points $x + 2\pi k/d$, $k = 0, \ldots, d - 1$.

Remark 2.4. As observed in Lemma 2.1, in the matrix form,

$$\Psi' = \mathbf{A}\Lambda',$$

where $\Lambda = (\Lambda_1, \ldots, \Lambda_d)$ is the $d$-variate random vector on $[0, 2\pi/d)$ defined by $\Lambda_j(dx) = \Lambda(x + 2\pi(j - 1)/d)$, $j = 1, \ldots, d$. Therefore

$$\Lambda'(dx) = \mathbf{A}^{-1}\Psi'(dx)$$

if $a_0(x) \neq 0$ $\mu$-a.e.

3. Simple processes. We call a stochastic process $\{X(t), t \in G\}$ simple, if it admits the following spectral representation:

$$X(t) = \int_D f_t(x) \Phi(dx), \quad t \in G,$$

where $\Phi$ is a simple random measure, as it appeared in Theorem 2.2, $G$ is a subset of $\mathbb{R}$ and $\{f_t, t \in G\}$ is a collection of deterministic complex-valued measurable functions on $(D, \mathcal{D})$. In this section we focus on simple harmonizable processes, in discrete or continuous time, for which $G = \mathbb{Z}$ or $\mathbb{R}$, $D = [0, 2\pi]$ or $\mathbb{R}$, respectively, and $f_t(x) = e^{itx}$. The class of simple harmonizable processes is rather large, it contains stationary and discrete-time PC processes and many others. In this section we specify the spectral domain of such processes for the purpose of spectral analysis and prediction.

By using the spectral kernel of $\Phi$ in (2.7), the Kolmogorov isomorphism can be established:

$$X(t) \longleftrightarrow \int_D e^{itx} h(x, dy) = \sum_{k=1}^m \left\{ \sum_{j=1}^m e^{it T_j T_k^{-1}(x)} a_{jk}(T_k^{-1}(x)) \right\} I_{B_k}(x).$$

Therefore the spectral domain is given by

$$\mathbf{L}_X = \text{span} \left\{ \sum_{j=1}^m e^{it T_j T_k^{-1}(x)} a_{jk}(T_k^{-1}(x)) \right\} I_{B_k}(x), \quad t \in G \right\}$$

in $\mathcal{L}^2(D, \mu)$. Since $B_k$, $k = 1, \ldots, m$, are disjoint,

$$\mathbf{L}_X = \bigoplus_{k=1}^m \mathcal{M}_k,$$

where $\mathcal{M}_k = \text{span}\{\sum_{j=1}^m e^{it T_j T_k^{-1}(x)} a_{jk}(T_k^{-1}(x)), t \in G\}$ in $\mathcal{L}^2(B_k, \mu)$. Let

$\mathcal{N}_k = \text{span}\{\sum_{j=1}^m e^{it T_j(x)} a_{jk}(x), t \in G\}$ in $\mathcal{L}^2(B_1, \mu)$, then because of the property of $\mu$ in Lemma 2.1, it follows that

$$g \in \mathcal{N}_k \iff g \circ T_k^{-1} \in \mathcal{M}_k.$$
As a \( g \in \mathcal{N}_k \) is the \( L^2(D, \mu) \)-limit of a sequence \( \{ \sum_{j=1}^m c_n(T_j(x)) a_{jk}(x) \} \), where \( c_n(z) = \sum_{l=1}^n a_{nl} e^{it_l z} \), by using an argument very similar to one given in the proof of Lemma 2.9 in [11], \( \mathcal{N}_t \) can be characterized as

\[
\left\{ \sum_{j=1}^m c(T_j(x)) a_{jk}(x), \int_{B_1} \left| \sum_{j=1}^m c(T_j(x)) a_{jk}(x) \right|^2 d\mu(x) < \infty, \ t \in G \right\}.
\]

Let use denote this subspace of \( L^2(D, \mu) \) by \( \mathcal{L}_d^2(B_1, T_1, \ldots, T_m, a_{1k}, \ldots, a_{mk}, \mu) \), the index \( d \) is to emphasize that the factor function \( c \) within each term does not depend on \( j \). Thus if \( g \in \mathcal{L}_d^2(B_1, T_1, \ldots, T_m, a_{1k}, \ldots, a_{mk}, \mu) \), then \( g \) is in \( L^2(B_1, \mu) \), it is of the form \( g(x) = \sum_{j=1}^m c(T_j(x)) a_{jk}(x) \) and is specified by the functions \( T_j, a_{jk}, \ j = 1, \ldots, m \), and a function \( c \). Therefore

\[
\mathcal{L}_X = \bigoplus_{k=1}^m \mathcal{L}_d^2(B_1, T_1, \ldots, T_m, a_{1k}, \ldots, a_{mk}, \mu) |_{T_k^{-1}(x)} I_{B_k}(x),
\]

in the sense that if \( g \in \mathcal{L}_X \), then

\[
g(x) = \sum_{k=1}^m g_k(T_k^{-1}(x)) I_{B_k}(x),
\]

where \( g_k \in \mathcal{L}_d^2(B_1, T_1, \ldots, T_m, a_{1k}, \ldots, a_{mk}, \ \mu) \). It is possible to construct an analogue of (3.2) in the time domain. Let \( \mathcal{H}_X = \text{span}\{X(t), \ t \in G\} \) represents the time domain of a simple harmonizable process \( \{X(t), \ t \in G\} \). Using the kernel \( h \) and [11, Theorem 2.5 (iii)], one can write \( X(t) \) as

\[
X(t) = \int_D \int_D e^{it\gamma} h(x, dy) \Lambda(dx)
\]

\[
= \int_D \sum_{k=1}^m \sum_{j=1}^m e^{itT_j T_k^{-1}(x)} a_{jk}(T_k^{-1}(x)) I_{B_k}(x) \Lambda(dx)
\]

\[
= \sum_{k=1}^m \int_{B_k} \sum_{j=1}^m e^{itT_j T_k^{-1}(x)} a_{jk}(T_k^{-1}(x)) \Lambda(dx).
\]

Now let

\[
X_k(t) = \int_{B_1} \sum_{j=1}^m e^{itT_j(x)} a_{jk}(x) \Lambda(T_k(dx)).
\]

Note that the processes \( X_k(t), k = 1, \ldots, m, \) are pairwise orthogonal and therefore

\[
X(t) = \bigoplus_{k=1}^m X_k(t), \quad t \in G,
\]

giving that

\[
\mathcal{H}_X = \bigoplus_{k=1}^m \mathcal{H}_X_k.
\]
Also for each \( t \),

\[
\mathcal{L}_{X,t} = \bigoplus_{k=1}^{m} \mathcal{L}_{d,t}^2(B_1, T_1, \ldots, T_m, a_{1k}, \ldots, a_{mk}, \mu) \big|_{T_k^{-1}(x)} I_{B_k}(x), \tag{3.5}
\]

\[
\mathcal{H}_{X,t} = \bigoplus_{k=1}^{m} \mathcal{H}_{X_k,t}, \tag{3.6}
\]

where the index \( t \) stands for the span closure of the appropriate terms corresponding to all \( s \leq t \). The formulas (3.5) and (3.6) provide a framework for extrapolation in the spectral domain and the time domain. The best linear predictor of \( X(t + \tau) \) based on \( \{X(s), s \leq t\} \) is denoted by \( \hat{X}_k(t, \tau) \) and is given by

\[
\hat{X}(t, \tau) = \sum_{k=1}^{m} \hat{X}_k(t, \tau),
\]

where

\[
\hat{X}_k(t, \tau) = P_{\mathcal{H}_{X_k,t}}(X_k(t + \tau));
\]

and \( P_{\mathcal{H}_{X_k,t}} \) stands for the projection on \( \mathcal{H}_{X_k,t} \). In the spectral domain the predictor is given by

\[
g(t, \tau) = \sum_{k=1}^{m} g_k(t, \tau),
\]

where \( g_k(t, \tau) \) is the projection of \( \sum_{j=k}^{m} e^{i(t+\tau)T_j(z)}a_{jk}(z) \) onto

\[
\mathcal{L}_{d,t}^2(B_1, T_1, \ldots, T_m, a_{1k}, \ldots, a_{mk}, \mu)
\]
evaluated at \( T_k^{-1}(x) \), for \( x \in B_k \). The error term is given by

\[
e(t, \tau) = \sum_{k=1}^{m} e_k(t, \tau),
\]

where \( e_k(t, \tau) \) is the length of the corresponding co-projection, \( k = 1, \ldots, m \).

The covariance function of \( \{X(t), t \in G\} \), can be evaluated by either using the measure \( \nu \) or using (3.3). Using \( \nu \),

\[
R(t, s) = \int_{D} \int_{D} e^{i(x-y)} \nu(dx, dy) = \sum_{j=1}^{m} \sum_{l=1}^{m} \int_{B_l} e^{itT_l(x)-isT_j(x)} \mu_{jl}(dx)
\]

\[
= \sum_{j=1}^{m} \sum_{l=1}^{m} \int_{B_l} e^{i^{T_l}(x)-isT_j(x)} f_{jl} \mu(dx),
\]

while using (3.3),

\[
R(t, s) = \sum_{k=1}^{m} R_k(t, s) = \sum_{k=1}^{m} \int_{B_1} \sum_{j=1}^{m} \sum_{l=1}^{m} e^{itT_l(x)} a_{jkl}(x) e^{-isT_j(x)} \overline{a_{kl}(x)} \mu(dx)
\]

\[
= \sum_{j=1}^{m} \sum_{l=1}^{m} \sum_{k=1}^{m} \int_{B_1} e^{itT_l(x)-isT_j(x)} a_{jkl}(x) \overline{a_{kl}(x)} \mu(dx).
\]
The decomposition (2.6) ensures that the expressions given above for $R(s, t)$ are the same.

To derive a moving average process for $\{X(t), t \in G\}$, note that

$$X_k(t) = \int_{B_4} g_{t,k}(x) \Lambda(T_k(x)),$$

where

$$g_{t,k}(x) = \sum_{j=1}^{m} e^{iT_j(x)} a_{jk}(x).$$  \hspace{1cm} (3.7)

Interestingly since $T_k$ is one-to-one, $\Lambda \circ T_k$ is OS and its spectral measure is $\mu$, as by Lemma 2.1 (i)

$$\mathbf{E} \Lambda(T_k(A)) \Lambda(T_k(B)) = \mu(\Lambda(T_k(A) \cap T_k(B))) = \mu(\Lambda(A \cap B))$$

$$\mathbf{E}|\Lambda(T_k(A))|^2 = \mu(\Lambda(T_k(A))) = \mu(A).$$

Thus for $\mu = \lambda$, the Lebegue measure,

$$X_k(t) = \int_{B_4} g_{t,k}(x) W_k(dx), \quad k = 1, \ldots, m,$$ \hspace{1cm} (3.8)

where $W_k, l = 1, \ldots, m$, are orthogonal Wiener measures. Thus by using Parseval type formula for discrete $t$, we obtain

$$X_k(t) = \sum_{l=-\infty}^{\infty} (\widehat{g_{t,k}})(l) Z_{k,l},$$ \hspace{1cm} (3.9)

where $(\widehat{g_{t,k}})(l)$ are Fourier coefficients of the periodic function $g_{t,l}$ in (3.7) supported by the bounded set $B_4$, and $\{Z_{k,l}\}_{l=1}^{\infty}, k = 1, \ldots, m$, are orthogonal white noise series. Whether the representation in (3.8) is nonanticipating depends on the type of the factorization in (2.6) and $T_1, \ldots, T_m$, resulting in $g_{t,k}$ in (3.7) to become analytic. In this case (3.9) becomes useful for the extrapolation.

4. Simulation. The representation (3.3) together with (3.9) can be used for the simulation of discrete harmonizable simple processes. Note that the type of factorization in (2.6) and whether (3.9) is nonanticipating do not matter for the purpose of simulation. So it is recommended to choose the one that is more convenient. The simulation procedure consists of following steps.

**Step 1.** Decomposing the density $f$, forming the function $g_{t,k}$ in (3.7), and evaluating their Fourier coefficients.

**Step 2.** Simulating $m$ independent classes of white noise series $\{Z_{k,l}\}_{l=1}^{\infty}, k = 1, \ldots, m$.

**Step 3.** Apply (3.3) and (3.9) to produce data points for the process $X(t)$. 
Example 4.1. In Example 2.4 consider the following spectral density for $\Phi$:

$$f(x) = \begin{bmatrix} \frac{\sigma^2}{2\pi} & -\frac{\phi\sigma^2}{2\pi} e^{i2\pi x/a} \\ -\frac{\phi\sigma^2}{2\pi} e^{-i2\pi x/a} & \frac{\sigma^2(1 + \phi^2)}{2\pi} \end{bmatrix}, \quad x \in (0, a).$$

The Cholesky factorization $f = AA^*$ provides that

$$A(x) = \begin{bmatrix} \frac{\sigma}{\sqrt{2\pi}} & 0 \\ -\frac{\phi\sigma}{\sqrt{2\pi}} e^{-i2\pi x/a} & \frac{\sigma}{\sqrt{2\pi}} \end{bmatrix},$$

therefore $a_0(x) = \sigma/\sqrt{2\pi}$, $x \in [0, 2\pi)$, and

$$a_1\left(\frac{2\pi - a}{a} x + a\right) = -\frac{\phi\sigma}{\sqrt{2\pi}} e^{-i2\pi x/a}, \quad x \in [0, a),$$

consequently

$$g_{t,1}(x) = e^{ita} a_0(x) + \exp\left\{i\left(\frac{2\pi - a}{a} x + a\right)\right\} a_1\left(\frac{2\pi - a}{a} x + a\right),$$

$$g_{t,2}(x) = \exp\left\{i\left(\frac{2\pi - a}{a} x + a\right)\right\} a_0\left(\frac{2\pi - a}{a} x + a\right)$$

giving that, for integer $l$,

$$\tilde{g}_{t,1}(l) = \frac{\sigma}{\sqrt{2\pi a}} \begin{cases} a & \text{if } l = \frac{-at}{2\pi}, \\ a(e^{ita} - 1) & \text{if } l \neq \frac{-at}{2\pi}; \\ \frac{a}{i(2\pi l + 2\pi t - at - 2\pi)} & \text{if } l = \frac{2\pi + at - 2\pi t}{2\pi}; \\ \frac{a(e^{-ita} - 1)}{i(2\pi l + 2\pi t - at - 2\pi)} & \text{if } l \neq \frac{at - 2\pi t}{2\pi}. \end{cases}$$

$$\tilde{g}_{t,2}(l) = \frac{\sigma e^{ita}}{\sqrt{2\pi a}} \begin{cases} a & \text{if } l = \frac{-at}{2\pi}, \\ a(e^{-ita} - 1) & \text{if } l \neq \frac{-at}{2\pi}; \\ \frac{a}{i(2\pi l + 2\pi t - at - 2\pi)} & \text{if } l = \frac{2\pi + at - 2\pi t}{2\pi}; \\ \frac{a(e^{ita} - 1)}{i(2\pi l + 2\pi t - at - 2\pi)} & \text{if } l \neq \frac{at - 2\pi t}{2\pi}. \end{cases}$$

Real and imaginary parts of the process for $a = \pi$ (PC process) and $a = 1$ are illustrated in Figures 1–4.
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Fig. 1. Simulated series of the real part, Example 4.1, $a = \pi$

Fig. 2. Simulated series of the imaginary part, Example 4.1, $a = \pi$
Fig. 3. Simulated series of the real part, Example 4.1, $a = 1$

Fig. 4. Simulated series of the imaginary part, Example 4.1, $a = 1$
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