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SEQUENTIAL JOINT DETECTION AND ESTIMATION

Рассматривается задача одновременного обнаружения и оценивания в последовательной постановке. В частности, нас интересуют последовательные тесты, различающие нулевую и альтернативную гипотезы и дающие — всякий раз, когда принимается решение в пользу альтернативной гипотезы, — оценку случайного параметра. Наш анализ показывает, что раздельное рассмотрение двух подзадач с соответствующими оптимальными стратегиями не приводит к наилучшему возможному результату. Чтобы добиться оптимальности, нужно принимать в расчет оптимальную оценку на стадии проверки гипотез.
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1. Introduction. Suppose we are observing sequentially two processes \( \{y_t\} \), \( \{h_t\} \) which are related through the following model:

\[
y_t = xh_t + w_t, \quad t = 1, 2, \ldots
\]

Process \( \{w_t\} \) is a noise sequence; \( x \) a random variable described by the following two hypotheses:

\[
H_0: x = 0, \quad H_1: x \sim \varphi(x),
\]

where \( x \sim \varphi(x) \) means that the random variable \( x \) follows the pdf \( \varphi(x) \); and \( \{h_t\} \) a second observed process that affects in a time-varying and random way the value of the random variable \( x \). In other words, under the null hypothesis the observed sequence \( \{y_t\} \) is pure noise whereas under the alternative hypothesis it contains a mean which is related to the random parameter \( x \) and scaled through the second measured sequence \( \{h_t\} \). Sequences of this form arise in several applications in practice, the most notable being
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digital communications, where $x$ denotes the information to be transmitted. Under hypothesis $H_0$ no transmission takes place, consequently the receiver measures pure noise. Under hypothesis $H_1$ information $x$ is transmitted and the sequence $\{h_t\}$ models the attenuation inflicted on this variable by a lossy and time-varying communication channel. We should mention that in digital communications it is customary to consider that the channel sequence $\{h_t\}$ can be measured; consequently, assuming that this process is available, is realistic (see [16]).

The mathematical challenge we would like to consider in this work consist: a) in \textit{deciding as soon as possible} between the two hypotheses, and b) every time a decision is made in favor of $H_1$, in \textit{providing an estimate of the random variable} $x$. As we realize, we have a \textit{joint} detection and estimation problem, where both subproblems are of equal importance. Indeed, we note that \textit{we like to have a reliable estimate} of $x$ every time \textit{we detect its presence}.

Key element in our formulation constitutes the fact that we are interested in performing the joint detection/estimation task as soon as possible, suggesting that we intend to focus on \textit{sequential} schemes to solve the joint problem. Finally, we would like to emphasize that our analysis is going to demonstrate that solving the joint problem by treating each subproblem separately with the corresponding optimal procedure does not yield an overall optimum performance. As we shall see, the detection part needs to take into account the fact that we are also interested in parameter estimation in order for the combined scheme to perform optimally.

Sequential joint detection/estimation differs from sequential composite hypothesis testing, where parameters are either marginalized or treated as nuisance (see [9], [14]). Actually, joint detection/estimation resembles to sequential multi-hypothesis testing, where there is a \textit{discrete} set of possible probability measures that describe the observations and we need to select one of the existing possibilities. Characteristic articles treating this problem are: [1], [10], [17], [3]. The joint case studied in this work differs from the previous approaches in the sense that we have a parametric family of measures (parametrized by $x$) and we need to select the correct parameter value, \textit{after} establishing that this value is not 0. Existing literature related to joint detection/estimation is very limited and addressing only the fixed sample size case. The articles [11], [5], [12], [13] offer different formulation possibilities for the fixed sample size version. In the current work, we are focusing on the setup proposed in [12] and extend the corresponding result to the sequential case.

Let us now become more technical by introducing the detection/estimation strategies we are interested in. Assuming observations become available sequentially in pairs $\{(y_t, h_t)\}$, let $\{\mathcal{F}_t\}_{t \geq 0}$ denote the corresponding filtration with $\mathcal{F}_t = \sigma\{(y_1, h_1), \ldots, (y_t, h_t)\}$ and $\mathcal{F}_0$ the trivial
σ-algebra. We also define two additional filtrations \( \{ \mathcal{Y}_t \}_{t \geq 0} \) and \( \{ \mathcal{H}_t \}_{t \geq 0} \) with \( \mathcal{Y}_t = \sigma \{ y_1, \ldots, y_t \} \) and \( \mathcal{H}_t = \sigma \{ h_1, \ldots, h_t \} \), that is, the accumulated history pertinent to the first and second observed sequence, respectively, and \( \mathcal{Y}_0, \mathcal{H}_0 \) being, again, trivial σ-algebras. We clearly have \( \mathcal{F}_t = \mathcal{Y}_t \cup \mathcal{H}_t \), therefore \( \mathcal{H}_t \subseteq \mathcal{F}_t \).

According to what we mentioned, we are looking for a triplet \((T, d_T, \hat{x}_T)\), where \( T \) is a stopping time, \( d_T \) a decision rule that distinguishes between the two hypotheses, and \( \hat{x}_T \) an estimator for \( x \). The detector \( d_T \) and the estimator \( \hat{x}_T \) are \( \mathcal{F}_T \)-measurable functions, namely they use all available information acquired up to time of stopping \( T \), for deciding between the two hypotheses and for providing an estimate for \( x \) every time this is deemed necessary (i.e., whenever the detector decides in favor of \( H_1 \)). For the stopping time \( T \), the obvious choice would be to ask this quantity to be \( \{ \mathcal{F}_t \} \)-adapted, namely, at each time \( t \) to use all available information to decide whether to stop or continue sampling. Unfortunately, imposing this requirement induces serious analytical complications. This fact is already known for the two separate subproblems of detection and estimation. For instance, if we assume that we always have \( y_t = x h_t + w_t \) and we are interested in estimating \( x \), then, as it is mentioned in [6] and in [7], finding the optimum sequential estimator of \( x \) is not a tractable problem if \( T \) is adapted to the complete observation history \( \{ \mathcal{F}_t \} \). Instead, Grambsch [8] and more recently Fellouris [4] proposed to limit \( T \) to \( \{ \mathcal{H}_t \} \)-adapted strategies, assumption that leads to simple and interesting optimal solution.

Similar analytical difficulties arise in the pure sequential hypothesis testing problem of distinguishing between \( H_0 \) and \( H_1 \). If we require \( T \) to be \( \{ \mathcal{F}_t \} \)-adapted and attempt to solve this problem following, for example, the classical approach of Wald and Wolfowitz [18], then the optimum scheme is not the usual sequential probability ratio test (SPRT) as one would expect. This is because by observing the pair process \( \{ (y_t, h_t) \} \) we end up with a two-dimensional optimal stopping problem which is impossible to solve (analytically) since the thresholds for the running likelihood ratio will depend on the sequence \( \{ h_t \} \). Only if the sequence \( \{ h_t \} \) is constant, or not observed (or even ignored) and, additionally, we assume it is i.i.d. with known pdf, then the detection problem can be reduced to the one considered in [18], accepting as solution the classical SPRT. In this case the stopping time \( T \) becomes \( \{ \mathcal{Y}_t \} \)-adapted and the decision function \( d_T \) must be selected to be \( \mathcal{Y}_T \)-measurable.

An alternative direction would be to consider, as in the pure estimation problem, \( \{ \mathcal{H}_t \} \)-adapted stopping times but, as we suggested above, allow the decision function \( d_T \) to have access to the complete information, that is, be \( \mathcal{F}_T \)-measurable. This is the approach we intend to adopt in this work. In fact we are going to apply this idea directly to the more general joint detection/estimation problem. As we shall see, our analysis will also offer
the solution to the pure detection problem by proper parameter selection. Next we summarize our assumptions.

**Assumptions.** i) The two processes \( \{w_t\}, \{h_t\} \) are independent and independent from the random variable \( x \) with the noise process \( \{w_t\} \) being i.i.d. with \( w_t \sim \mathcal{N}(0, \sigma^2) \), where \( \mathcal{N}(a, b^2) \) denotes Gaussian pdf with mean \( a \) and variance \( b^2 \).

ii) For \( x \), under \( H_1 \), we assume that \( x \sim \mathcal{N}(\mu_x, \sigma_x^2) \), in other words the prior \( \varphi(x) \) is the Gaussian pdf; while under \( H_0 \) we assume \( x = 0 \). Parameters \( \mu_x, \sigma_x, \sigma \) are considered known.

iii) For the second observation process \( \{h_t\} \) we only make the very mild assumption

\[
P \left( \sum_{t=0}^{\infty} h_t^2 = \infty \right) = 1,
\]

that is, with probability 1, each realization of this process has infinite energy over the infinite time horizon. No other condition is imposed on \( \{h_t\} \), consequently, for this process no dependency or time variability model is specified, and the actual statistical description is not required to be known.

iv) The stopping time \( T \) is \( \mathcal{H}_T \)-adapted while the decision function \( d_T \) and the estimator \( \hat{x}_T \) are \( \mathcal{F}_T \)-measurable functions having access to the complete observation history up to the time of stopping.

In the rest of our article, by \( P_0, E_0 \) we denote probability measure and expectation under hypothesis \( H_0 \); by \( P_1, E_1 \) probability measure and expectation under hypothesis \( H_1 \) including the statistical description of the random variable \( x \) and, finally, by \( P_1, E_1 \) probability measure and expectation under hypothesis \( H_1 \) but with \( x \) being marginalized.

Before continuing with our problem formulation it would be worth mentioning a very recent article [2] that refers to the pure parameter estimation problem, treating a very similar data model as the one introduced in (1). The basic difference between the two data types is that in our case, as we have pointed out in our assumptions, the two sequences \( \{h_t\}, \{w_t\} \) are in discrete time and are independent; whereas in [2] they are continuous-time processes related through a diffusion type stochastic differential equation. This difference allows for completely different mathematical setups, even though the final optimum procedures turn out to be very similar.

2. Problem formulation. In sequential detection and estimation we are usually interested in minimizing the average delay subject to suitable constraints. However, in order to free our formulation from the need to specify a probability measure for the process \( \{h_t\} \), we will adopt the same idea employed in sequential estimation, namely consider expected delays, error probabilities and average costs conditioned on the sequence \( \{h_t\} \). This approach will give rise to a triplet \((T, d_T, \hat{x}_T)\) which will be optimum for each
realization of \( \{ h_t \} \) and not on average with respect to this sequence, as is the usual case in classical Sequential Analysis.

Since we are interested in the two subproblems of detection and estimation, we have a number of quantities that are pertinent to each case. For the detection part we have the Type-I and Type-II error probabilities that accept the following conditional form: \( P_0(d_T = 1 \mid \mathcal{H}_T) \) and \( P_1(d_T = 0 \mid \mathcal{H}_T) \). For the estimation problem we assume that we are under hypothesis \( H_1 \) and we adopt as cost function the mean squared error. We recall that our estimate depends on the decision of our detector, in particular: whenever \( d_T = 1 \) we provide an estimate \( \hat{x}_T \) which inflicts a squared estimation error \( (\hat{x}_T - x)^2 \), where \( x \) is the true value of our random parameter. Alternatively, when the detector erroneously decides in favor of \( H_0 \), that is, \( d_T = 0 \), then this is like estimating our parameter as \( \hat{x}_T = 0 \) (since under \( H_0 \) we have \( x = 0 \)) generating a squared error \( (0 - x)^2 = x^2 \). Consequently, for the estimation subproblem there are the following two conditional mean squared errors that are of interest: \( \mathbb{E}_1[(\hat{x}_T - x)^21_{\{d_T=1\}} \mid \mathcal{H}_T] \) and \( \mathbb{E}_1[x^21_{\{d_T=0\}} \mid \mathcal{H}_T] \), where \( 1_A \) denotes the indicator of the event \( A \).

Now, we can use these four quantities to form the following combined cost function:

\[
\mathcal{C}(T, d_T, \hat{x}_T) = c_0 P_0(d_T = 1 \mid \mathcal{H}_T) + c_1 P_1(d_T = 0 \mid \mathcal{H}_T) + c_e \mathbb{E}_1[(\hat{x}_T - x)^21_{\{d_T=1\}} + x^21_{\{d_T=0\}} \mid \mathcal{H}_T],
\]

where \( c_0, c_1, c_e \) are nonnegative values selected by the Statistician. The last term in the right-hand side of (3), which refers to the estimation problem, as we can see, depends on both parts, namely our decision and our estimation strategy. Furthermore, we note that if we set \( c_e = 0 \), then the combined cost depends only on the decision rule \( d_T \) suggesting that our joint problem is reduced into a pure detection problem.

To define an optimum joint scheme, we will follow a constrained optimization approach, therefore, we are going to consider triplets \( (T, d_T, \hat{x}_T) \) for which the combined cost \( \mathcal{C}(T, d_T, \hat{x}_T) \) is upper bounded by some prescribed value. From the class of triplet strategies which is generated through this constraint we will select the one that minimizes the stopping time \( T \). More specifically, we would like to solve the following constrained optimization problem:

\[
\inf_{T, d_T, \hat{x}_T} T; \quad \text{subject to: } \mathcal{C}(T, d_T, \hat{x}_T) \leq C,
\]

where \( C > 0 \) is the maximal combined cost we are willing to tolerate. Note that since \( T \) is \( \{ \mathcal{H}_t \} \)-adapted, as we mentioned before and would like to emphasize once more, the triplet we are going to develop will minimize \( T \) for each realization of the process \( \{ h_t \} \) and not \( \mathbb{E}[T] \), where the average is taken over all realizations of this process, as is the usual case in classical optimal stopping problems.
3. Optimum solution. The optimum triplet will be obtained in three steps. First we will propose a candidate estimator by solving a smaller auxiliary optimization problem, then we are going to use this solution to propose a candidate detector that takes into account the previous estimator by solving a second auxiliary optimization problem and, in the end, we will provide a candidate stopping time and show that all three proposed parts constitute the triplet that solves the original constrained optimization problem depicted in (4). Let us continue by first identifying our candidate estimator.

3.1. Optimum estimation. Fix the stopping time \( T \) assuming that it is finite with probability 1 and the decision function \( d_T \). Consider the problem of minimizing the conditional mean squared error \( \mathbb{E}_1[(\hat{x}_T - x)^2 1_{\{d_T=1\}} | \mathcal{H}_T] \) with respect to the estimator \( \hat{x}_T \). We have the following lemma that gives the solution to this problem and also provides a useful expression for the second term \( \mathbb{E}_1[x^2 1_{\{d_T=0\}} | \mathcal{H}_T] \) of the estimation cost.

**Lemma 1.** The optimum estimator \( \hat{x}_T \) that minimizes the conditional mean squared error \( \mathbb{E}_1[(\hat{x}_T - x)^2 1_{\{d_T=1\}} | \mathcal{H}_T] \) with respect to \( \hat{x}_T \), on the event \( \{T = t\} \), is given by the following formula:

\[
\hat{x}_t = \frac{V_t + \mu_x \sigma_x^2}{U_t + \sigma_x^2}, \quad \text{where} \quad V_t = \sum_{n=1}^{t} y_n h_n, \quad U_t = \sum_{n=1}^{t} h_n^2, \quad (5)
\]

while the corresponding minimum value of the conditional mean squared error takes the form

\[
\inf_{\hat{x}_T} \mathbb{E}_1[(\hat{x}_T - x)^2 1_{\{d_T=1\}} | \mathcal{H}_T] = \frac{\sigma_x^2}{U_T + \sigma_x^2} \mathbb{P}_1(d_T = 1 | \mathcal{H}_T). \quad (6)
\]

Additionally we can write

\[
\mathbb{E}_1[x^2 1_{\{d_T=0\}} | \mathcal{H}_T] = \mathbb{E}_1[\hat{x}_T^2 1_{\{d_T=0\}} | \mathcal{H}_T] + \frac{\sigma_x^2}{U_T + \sigma_x^2} \mathbb{P}_1(d_T = 0 | \mathcal{H}_T). \quad (7)
\]

**Proof.** The proof is simple and based on the well-known result that the mean squared error is minimized by the conditional mean of \( x \) given all available observation history. The interesting detail is that this result is still valid even if the observation history is dictated by an \( \{\mathcal{H}_t\} \)-adapted stopping time \( T \) and an \( \mathcal{F}_T \)-measurable decision rule \( d_T \). To demonstrate (6), using that \( T \) is \( \{\mathcal{H}_t\} \)-adapted, \( d_T \) is \( \mathcal{F}_T \)-measurable and \( \mathcal{H}_t \subseteq \mathcal{F}_t \), we can write

\[
\mathbb{E}_1[(\hat{x}_T - x)^2 1_{\{d_T=1\}} | \mathcal{H}_T] = \mathbb{E}_1[\sum_{t=0}^{\infty} (\hat{x}_t - x)^2 1_{\{d_t=1\}} 1_{\{T=t\}} | \mathcal{H}_T]
\]

\[
= \sum_{t=0}^{\infty} \mathbb{E}_1[(\hat{x}_t - x)^2 1_{\{d_t=1\}} | \mathcal{H}_t] 1_{\{T=t\}}
\]
\begin{align*}
&= \sum_{t=0}^{\infty} \mathbb{E}_1 \left[ \mathbb{E}_1 \left[ (\hat{x}_t - x)^2 \mid \mathcal{F}_t \right] \mathbf{1}_{\{d_t=1\}} \mid \mathcal{H}_t \right] \mathbf{1}_{\{T=t\}},
\end{align*}

where for the last equality we used the tower property of expectation. From classical estimation theory (e.g., [15, p. 151]) we know that

\[
\inf_{\hat{x}_t} \mathbb{E}_1 \left[ (\hat{x}_t - x)^2 \mid \mathcal{F}_t \right] = \frac{\sigma^2}{U_t + \frac{\sigma^2}{\sigma_x^2}}.
\]

This minimal value is attained by the conditional expectation \( \hat{x}_t = \mathbb{E}[x \mid \mathcal{F}_t] \) which, due to the fact that \( x \), given \( \mathcal{F}_t \), is Gaussian with mean \( (V_t + \mu_x \sigma^2 / \sigma_x^2)/(U_t + \sigma^2 / \sigma_x^2) \) and variance \( \sigma^2 / (U_t + \sigma^2 / \sigma_x^2) \), is equal to

\[
\hat{x}_t = \frac{V_t + \mu_x \sigma^2}{U_t + \frac{\sigma^2}{\sigma_x^2}}.
\]

Consequently, since \( U_t \) is \( \mathcal{H}_t \)-measurable, we deduce

\[
\mathbb{E}_1 \left[ (\hat{x}_T - x)^2 \mathbf{1}_{\{d_T=1\}} \mid \mathcal{H}_T \right] \geq \sum_{t=0}^{\infty} \mathbb{E}_1 \left[ \frac{\sigma^2}{U_t + \frac{\sigma^2}{\sigma_x^2}} \mathbf{1}_{\{d_t=1\}} \mid \mathcal{H}_t \right] \mathbf{1}_{\{T=t\}}
\]

\[
= \sum_{t=0}^{\infty} \frac{\sigma^2}{U_t + \frac{\sigma^2}{\sigma_x^2}} \mathbf{P}(d_t = 1 \mid \mathcal{H}_t) \mathbf{1}_{\{T=t\}}
\]

\[
= \frac{\sigma^2}{U_T + \frac{\sigma^2}{\sigma_x^2}} \mathbf{P}(d_T = 1 \mid \mathcal{H}_T),
\]

with equality, as we mentioned, when \( \hat{x_t} = \hat{x}_t \) on \( \{T = t\} \).

To prove (7), we can write

\[
\mathbb{E}_1 \left[ x^2 \mathbf{1}_{\{d_T=0\}} \mid \mathcal{H}_T \right] = \sum_{t=0}^{\infty} \mathbb{E}_1 \left[ x^2 \mathbf{1}_{\{d_t=0\}} \mid \mathcal{H}_t \right] \mathbf{1}_{\{T=t\}}
\]

\[
= \sum_{t=0}^{\infty} \mathbb{E}_1 \left[ \mathbb{E}_1 \left[ x^2 \mid \mathcal{F}_t \right] \mathbf{1}_{\{d_t=0\}} \mid \mathcal{H}_t \right] \mathbf{1}_{\{T=t\}}. \tag{8}
\]

Using again, as we mentioned above, the fact that \( x \) conditioned on \( \mathcal{F}_t \) is Gaussian with mean \( \hat{x}_t \) and variance \( \sigma^2 / (U_t + \sigma^2 / \sigma_x^2) \), we compute

\[
\mathbb{E}_1 \left[ x^2 \mid \mathcal{F}_t \right] = \hat{x}_t^2 + \frac{\sigma^2}{U_t + \frac{\sigma^2}{\sigma_x^2}}.
\]

Substituting this equality in (8) and recalling that \( U_t \) is \( \mathcal{H}_t \)-measurable, yields the desired result. Lemma 1 is proved.
### 3.2. Optimum detection.

If we consider the combined cost $\mathcal{C}(T, d_T, \hat{x}_T)$, where the estimator $\hat{x}_T$ is replaced by the optimum $\hat{x}_T$ defined in (5), then, using (6) and (7) we obtain

$$\mathcal{C}(T, d_T, \hat{x}_T) = c_0 P_0(d_T = 1 \mid \mathcal{H}_T) + c_1 P_1(d_T = 0 \mid \mathcal{H}_T)$$

$$+ c_e E_1[\hat{x}_T^2 1_{\{d_T = 0\}} \mid \mathcal{H}_T] + c_e \frac{\sigma^2}{U_T + \sigma_x^2}. \quad (5)$$

Due to the fact that $\hat{x}_T$ is the result of the minimization stated in Lemma 1 we have $\mathcal{C}(T, d_T, \hat{x}_T) \leq \mathcal{C}(T, d_T, \hat{x}_T)$. We note that the last term in the expression for $\mathcal{C}(T, d_T, \hat{x}_T)$ does not depend on the decision function $d_T$, therefore, let us consider the sum of the first three terms of the right-hand side and define the auxiliary cost

$$\tilde{\mathcal{C}}(T, d_T) = c_0 P_0(d_T = 1 \mid \mathcal{H}_T) + c_1 P_1(d_T = 0 \mid \mathcal{H}_T)$$

$$+ c_e E_1[\hat{x}_T^2 1_{\{d_T = 0\}} \mid \mathcal{H}_T]. \quad (9)$$

In the sequel our goal is, for fixed $T$, to identify the decision function $d_T$ that minimizes $\mathcal{C}(T, d_T)$ with respect to $d_T$. The solution to this problem is given in the following lemma.

**Lemma 2.** The decision function $d_T$ that minimizes the auxiliary cost function $\tilde{\mathcal{C}}(T, d_T)$ with respect to $d_T$, on the event $\{T = t\}$, is given by the following formula:

$$d_t = \begin{cases} 1 & \text{if } c_0 \leq L_t \{c_1 + c_e \hat{x}_T^2\}, \\ 0 & \text{otherwise,} \end{cases} \quad (10)$$

where $L_t$ is the conditional likelihood ratio of the pdfs of the two hypotheses given $\mathcal{H}$, with the random variable $x$ under $H_1$ being marginalized, specifically

$$L_t = \frac{1}{\sqrt{U_t + \frac{\sigma^2}{\sigma_x^2}}} \exp \left\{ \frac{(V_t + \mu_x \frac{\sigma^2}{\sigma_x^2})^2}{2\sigma^2(U_t + \frac{\sigma^2}{\sigma_x^2})} - \mu_x^2 \frac{1}{2\sigma_x^2} \right\}. \quad (11)$$

The resulting minimum value of the auxiliary cost function takes the form

$$\inf_{d_T} \tilde{\mathcal{C}}(T, d_T) = E_0 \left[ (c_0 - L_T \{c_1 + c_e \hat{x}_T^2\})^- \mid \mathcal{H}_T \right]$$

$$+ c_1 + c_e \left\{ \mu_x^2 + \frac{\sigma^2 U_T}{U_T + \frac{\sigma^2}{\sigma_x^2}} \right\}, \quad (12)$$

where $z^- = \min\{z, 0\}$. 
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Proof. The proof of this lemma presents no special difficulty. We can write

\[
P_0(d_T = 1 | \mathcal{H}_T) = \sum_{t=0}^{\infty} E_0[1_{\{d_t=1\}} | \mathcal{H}_t] 1_{\{T=t\}},
\]

(13)

\[
P_1(d_T = 0 | \mathcal{H}_T) = \sum_{t=0}^{\infty} E_0[L_t 1_{\{d_t=0\}} | \mathcal{H}_t] 1_{\{T=t\}}.
\]

(14)

Similarly we have

\[
E_1[\tilde{\mathcal{C}}_T^{2} 1_{\{d_T=0\}} | \mathcal{H}_T] = \sum_{t=0}^{\infty} E_0\left[L_t \tilde{\mathcal{C}}_T^{2} 1_{\{d_t=0\}} | \mathcal{H}_t\right] 1_{\{T=t\}},
\]

(15)

where we used the fact that \(\tilde{\mathcal{C}}_t\) is \(\mathcal{H}_t\)-measurable and \(L_t\) is the corresponding conditional likelihood ratio of the two hypotheses. Substituting (13)–(15) in the definition of the auxiliary cost \(\tilde{\mathcal{C}}'(T, d_T)\) in (9), we obtain

\[
\tilde{\mathcal{C}}'(T, d_T) = \sum_{t=0}^{\infty} E_0\left[c_0 1_{\{d_t=1\}} + L_t \{c_1 + c_e \tilde{x}_t^2\} 1_{\{d_t=0\}} | \mathcal{H}_t\right] 1_{\{T=t\}}
\]

\[
= \sum_{t=0}^{\infty} E_0\left[c_0 - L_t \{c_1 + c_e \tilde{x}_t^2\}\right] 1_{\{d_t=1\}} | \mathcal{H}_t] 1_{\{T=t\}}
\]

\[
+ \sum_{t=0}^{\infty} E_0\left[L_t \{c_1 + c_e \tilde{x}_t^2\} | \mathcal{H}_t\right] 1_{\{T=t\}}
\]

\[
\geq \sum_{t=0}^{\infty} E_0\left[c_0 - L_t \{c_1 + c_e \tilde{x}_t^2\}\right] - | \mathcal{H}_t\right] 1_{\{T=t\}}
\]

\[
+ \sum_{t=0}^{\infty} E_1[c_1 + c_e \tilde{x}_t^2 | \mathcal{H}_t] 1_{\{T=t\}}.
\]

We can easily verify that we have equality when the decision function is according to (10). In the last sum in the previous expression it can be shown that the corresponding expectation is equal to \(c_1 + c_e \{\mu_x^2 + \sigma_x^2 U_T / (U_T + \sigma^2 / \sigma_x^2)\}\). Indeed this is true because \(V_T\) on the event \(\{T = t\}\), under \(H_1\) and conditioned on \(\mathcal{H}_t\), is Gaussian with mean \(\mu_x U_t\) and variance \(\sigma_x^2 U_t^2 + \sigma^2 U_t = \sigma_x^2 U_t (U_t + \sigma^2 / \sigma_x^2)\).

To show the validity of (11) we have that the likelihood ratio of the two hypotheses, given \(x\) and \(\mathcal{H}_t\), is equal to

\[
\exp\left\{-\frac{x^2}{2\sigma^2} U_t + \frac{x}{\sigma^2} V_t\right\}.
\]

Marginalizing \(x\) using the Gaussian prior yields \(L_t\) which can therefore be computed as

\[
L_t = \int_{-\infty}^{\infty} \exp\left\{-\frac{x^2}{2\sigma^2} U_t + \frac{x}{\sigma^2} V_t\right\} \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left\{-\frac{1}{2\sigma_x^2} (x - \mu_x)^2\right\} dx.
\]
Combining the two exponents and «completing the square» for \(x\), it is straightforward to prove (11). Lemma 2 is proved.

From (10) if we set \(c_e = 0\), we end up with the pure detection problem, and the optimum detector reduces to the usual likelihood ratio test which is applied at the time of stopping \(T\). However, when \(c_e > 0\), in the detection rule we take into account the optimum estimate, and our detector is no longer a likelihood ratio test. Actually, this is exactly the point that discriminates our optimum joint detection/estimation scheme from the approach that solves the two problems separately by applying the corresponding optimum strategies. Note that the latter method would have simply applied the likelihood ratio test for detection and then the optimum estimator whenever the decision was in favor of \(H_1\). Our scheme on the other hand makes a decision by taking into account the square of the optimum estimate.

3.3. Optimum stopping time. Using the results of Lemma 2, in particular substituting (12) in the combined cost function, we obtain

\[
\mathcal{C}(T, d_T, \hat{x}_T) = E_0 \left[ (c_0 - L_T \{c_1 + c_e \hat{x}_T^2 \})^- | \mathcal{H}_T \right] + c_1 + c_e (\mu_x^2 + \sigma_x^2). \tag{16}
\]

From the way \(d_T, \hat{x}_T\) were defined, we clearly deduce that any triplet \((T, d_T, \hat{x}_T)\) satisfies the following inequality:

\[
\mathcal{C}(T, d_T, \hat{x}_T) \leq \mathcal{C}(T, d_T, \hat{x}_T). \tag{17}
\]

Let us now make a more explicit computation of the conditional expectation appearing in (16). For this reason, in the following lemma we define a suitable function \(\mathcal{G}(U)\) for which we also prove a monotonicity property that plays a crucial role in specifying the final term of our desired triplet, namely the optimum stopping time. The lemma is based on the observation that on the event \(\{T = t\}\) and given \(\mathcal{H}_t\), we have \(U_t\) known and, under \(H_0, V_t \sim \mathcal{N}(0, \sigma^2 U_t)\).

**Lemma 3.** For \(U \geq 0\), define the following function:

\[
\mathcal{G}(U) = \int_{-\infty}^{\infty} \left( c_0 - \frac{1}{\sqrt{U + \sigma_x^2}} \frac{\sigma}{\sigma_x} \exp \left\{ \frac{(V + \mu_x \frac{\sigma^2}{\sigma_x})^2}{2\sigma^2(U + \frac{\sigma^2}{\sigma_x})} - \frac{\mu_x^2}{2\sigma_x^2} - \frac{1}{2\sigma_x^2} \right\} \right)
\times \left[ c_1 + c_e \left( \frac{V + \mu_x \frac{\sigma^2}{\sigma_x}}{U + \frac{\sigma^2}{\sigma_x}} \right)^2 \right] - \frac{e^{-V^2/(2\sigma^2 U)}}{\sqrt{2\pi\sigma^2 U}} \ dV. \tag{18}
\]

Then \(\mathcal{G}(U)\) is continuous, strictly decreasing in \(U \geq 0\), with \(\lim_{U \to \infty} \mathcal{G}(U) = -c_1 - c_e (\mu_x^2 + \sigma_x^2)\) and \(\mathcal{G}(0) = (c_0 - c_1 - c_e \mu_x^2)^-\).

**Proof.** Because the proof is very technical, we will not present all computational details. That \(\mathcal{G}(U)\) is continuous it is obvious since the integrand is continuous in \(U\) and \(V\). Let us now prove the desired monotonicity
property of $G(U)$. For simplicity, call $\kappa = \sigma^2/\sigma_x^2$ and define the function $G(U,V)$:

$$
G(U,V) = \left( c_0 - \sqrt{\frac{\kappa}{U + \kappa}} \exp \left\{ \frac{(V + \mu_x \kappa)^2}{2\sigma^2 (U + \kappa)} - \frac{\mu_x^2 \kappa}{2\sigma^2} \right\} \right.
\left. \times \left[ c_1 + c_e \left( \frac{V + \mu_x \kappa}{U + \kappa} \right)^2 \right] \right)
\frac{e^{-V^2/(2\sigma^2 U)}}{\sqrt{2\pi \sigma^2 U}}
\right.
\left. - \left[ c_1 + c_e \left( \frac{V + \mu_x \kappa}{U + \kappa} \right)^2 \right] \frac{e^{-(V-\mu_x U)^2/(2\sigma_x^2 U(U+\kappa))}}{\sqrt{2\pi \sigma_x^2 U(U+\kappa)}}. \right)
\right)
\right)
\right)

(19)

Denote by $g(U)$ the solution of the equation

$$
c_0 = \sqrt{\frac{\kappa}{U + \kappa}} \exp \left\{ \frac{g}{2\sigma^2 (U + \kappa)} - \frac{\mu_x^2 \kappa}{2\sigma^2} \right\} \left[ c_1 + c_e \frac{g}{(U + \kappa)^2} \right],
$$

(20)

where $g$ replaces $(V + \mu_x \kappa)^2$. Even though the latter quantity is nonnegative we allow $g$ to take also negative values thus guaranteeing that (20) has always a solution. Indeed note that the right-hand side in (20) is strictly decreasing in $U \geq 0$ and strictly increasing in $g$. For fixed $U$ if we set $g = -(U + \kappa)^2 c_1 / c_e$, the right-hand side becomes 0. On the other hand, by letting $g \to \infty$, the right-hand side tends to $\infty$ as well. Due to continuity and strict increase in $g$ there is a unique solution $g(U)$.

Using $g(U)$ we can now deduce that the values of $V$ for which the integrand in (18) and therefore $G(U,V)$ is nonpositive is $V \in \mathcal{T}(U) = (-\infty, -V_1(U)] \cup [V_2(U), \infty)$, where $V_1(U) = \sqrt{g^+(U) + \mu_x \kappa}$, $V_2(U) = \sqrt{g^+(U) - \mu_x \kappa}$, and $z^+ = \max\{z, 0\}$. Note that for values of $U$ for which $g(U) \leq 0$ we have $-V_1(U) = V_2(U) = -\mu_x \kappa$, therefore both quantities coincide. When, however, $g(U) > 0$ then $G(U, -V_1(U)) = G(U, V_2(U)) = 0$. Using the previous definitions and observations we have the following expressions for $\mathcal{G}(U)$:

$$
\mathcal{G}(U) = \int_{-\infty}^{-V_1(U)} G(U,V) \, dV + \int_{V_2(U)}^{\infty} G(U,V) \, dV
= \int_{\mathcal{T}(U)} G(U,V) \, dV = \int_{-\infty}^{\infty} G(U,V) 1_{\mathcal{T}(U)}(V) \, dV.
$$

(21)

To show that $\mathcal{G}(U)$ is decreasing, it suffices to show that its derivative is negative. Let first $U$ be such that the solution to (20) satisfies $g(U) \leq 0$. In this case, as we mentioned, we have $-V_1(U) = V_2(U) = -\mu_x \kappa$ suggesting that $\mathcal{T}(U)$ becomes the whole real line. Thus, substituting (19) in (21), we
can write
\[ G'(U) = \left( \int_{-\infty}^{\infty} G(U, V) \, dV \right)' = \left( c_0 - c_1 - c_e \left\{ \mu_x^2 + \frac{\sigma_x^2 U}{U + \kappa} \right\} \right)' \]
\[ = -c_e \frac{\sigma_x^2 \kappa}{(U + \kappa)^2} < 0, \]
and, therefore, \( G(U) \) is strictly decreasing for all \( U \geq 0 \) for which \( g(U) \leq 0 \).

Let now \( U \) be such that the solution to (20) satisfies \( g(U) > 0 \). Substituting again (19) in (21) and changing variables \( z = V/\sqrt{U} \) we have
\[ G(U) = \int_{-\infty}^{-V_1(U)} \overline{G}(U, z) \, dz + \int_{V_2(U)}^{\infty} \overline{G}(U, z) \, dz = \int_{\overline{T}(U)} \overline{G}(U, z) \, dz, \]
where
\[ \overline{G}(U, z) = \sqrt{U} G(U, z\sqrt{U}) \]
\[ = c_0 \frac{e^{-z^2/(2\sigma^2)}}{\sqrt{2\pi\sigma^2}} - \left[ c_1 + c_e \left( \frac{z\sqrt{U} + \mu_x \kappa}{U + \kappa} \right)^2 \right] \frac{e^{-(z-\mu_x \sqrt{U})^2/(2\sigma_x^2(U + \kappa))}}{\sqrt{2\pi\sigma_x^2(U + \kappa)}}, \]
and \( \overline{T}(U) = (-\infty, -V_1(U)) \cup [V_2(U), \infty) \) with \( V_i(U) = \frac{V_i(U)}{\sqrt{U}}, i = 1, 2 \). As before it is true that \( \overline{G}(U, -V_1(U)) = \overline{G}(U, V_2(U)) = 0 \). Taking the derivative with respect to \( U \) yields
\[ G'(U) = -\overline{G}(U, -V_1(U))V_1'(U) - \overline{G}(U, V_2(U))V_2'(U) + \int_{\overline{T}(U)} \partial_U \overline{G}(U, z) \, dz \]
\[ = \int_{\overline{T}(U)} \partial_U \overline{G}(U, z) \, dz \]
\[ = -\int_{\overline{T}(U)} \partial_U \left[ \left( c_1 + c_e \left( \frac{z\sqrt{U} + \mu_x \kappa}{U + \kappa} \right)^2 \right] \frac{e^{-(z-\mu_x \sqrt{U})^2/(2\sigma_x^2(U + \kappa))}}{\sqrt{2\pi\sigma_x^2(U + \kappa)}} \right) \, dz. \]
The latter integral after some tedious mathematical manipulations can be computed explicitly yielding
\[ G'(U) = -\frac{c_1 \sqrt{g(U)}}{2(U + \kappa) \sqrt{2\pi\sigma_x^2 U(U + \kappa)}} \Omega(U) \]
\[ \quad - \frac{c_e \sigma_x^4}{(U + \kappa)^2} \left\{ \Phi \left( -\frac{\sqrt{g(U)} + \mu_x(U + \kappa)}{\sigma_x \sqrt{U(U + \kappa)}} \right) \right. \]
\[ \left. + \Phi \left( -\frac{\sqrt{g(U)} - \mu_x(U + \kappa)}{\sigma_x \sqrt{U(U + \kappa)}} \right) \right\} \]
\[ \quad - \frac{c_e \sigma_x^4 \sqrt{g(U)}}{(U + \kappa)^2 \sqrt{2\sigma_x^2 \pi U(U + \kappa)}} \left( \frac{g(U)}{2\sigma_x^2 \kappa(U + \kappa)} + 1 \right) \Omega(U), \]
where
\[ \Omega(U) = \exp \left\{ - \frac{[\sqrt{g(U)} + \mu_x(U + \kappa)]^2}{2\sigma_x^2U(U + \kappa)} \right\} + \exp \left\{ - \frac{[\sqrt{g(U)} - \mu_x(U + \kappa)]^2}{2\sigma_x^2U(U + \kappa)} \right\}, \]
and \( \Phi(x) \) is the standard Gaussian cdf. We realize that all parts involving \( c_1 \) and \( c_e \) are negative, suggesting that \( \mathcal{G}(U) \) is strictly decreasing. This is still true even if we limit ourselves to the pure detection problem by enforcing \( c_e = 0 \).

To conclude our proof we need to show the validity of the formulas for \( \mathcal{G}(0) \) and \( \lim_{U \to \infty} \mathcal{G}(U) \). For \( U \to 0 \) the term \( e^{-V^2/(2\sigma^2U)} / \sqrt{2\pi\sigma^2U} \) in (18), which corresponds to a Gaussian pdf with mean 0 and variance \( \sigma^2U \), tends to a Dirac function at \( V = 0 \). For this case it is straightforward to verify the expression for \( \mathcal{G}(0) \). Computing the limit for \( U \to \infty \) needs more work. Note first that the solution \( g(U) \) of equation (20), for large \( U \), can be expressed in order of magnitude as \( g(U) = \Theta(U\ln U) \). This means that we can find two positive constants \( a_1, a_2 \) independent from \( U \) such that, for large enough \( U \), we have \( a_1 U \ln U \leq g(U) \leq a_2 U \ln U \). That this is indeed possible, can readily be seen because, for sufficiently large \( U \), we have \( g(U) \geq 0 \) and \( U + \kappa \geq 1 \), therefore we can upper and lower bound \( g(U) \) from (20) by observing that
\[ c_1 \leq c_1 + c_e \frac{g}{(U + \kappa)^2} \leq \max\{c_1, 2c_e \sigma^2\} e^{g/(2\sigma^2(U+\kappa))}, \]
where for the upper bound we used the inequality \( e^x \geq x + 1 \). These two bounds generate, immediately, the corresponding desired upper and lower bounds for \( g(U) \). A direct consequence of the order of magnitude estimate of \( g(U) \) is that, since \( V_1(U) = \sqrt{g(U)} + \mu_x \kappa \) and \( V_2(U) = \sqrt{g(U)} - \mu_x \kappa \), we have that \( V_1(U), V_2(U) \) are both \( \Theta(U\ln U) \). Using (19) and (21) to compute \( \mathcal{G}(U) \) we can see that the first term involving \( c_0 \) is equal to
\[ c_0 \left\{ \Phi \left( - \frac{V_1(U)}{\sigma\sqrt{U}} \right) + \Phi \left( - \frac{V_2(U)}{\sigma\sqrt{U}} \right) \right\}. \]
This term tends to 0 as \( U \to \infty \), since \( V_i(U) / \sqrt{U} \to \infty \). In the second term involving \( c_1, c_e \), let us make the change of variables \( z = (V - \mu_x U) / (\sigma_x \sqrt{U(U + \kappa)}) \), then we can write
\[ \int_{\mathcal{T}(U)} \left[ c_1 + c_e \left( \frac{V + \mu_x \kappa}{U + \kappa} \right)^2 \right] \frac{e^{-(V - \mu_x U)^2/(2\sigma_x^2U(U + \kappa))}}{\sqrt{2\pi\sigma_x^2U(U + \kappa)}} dV = \int_{\mathcal{T}(U)} \left[ c_1 + c_e \left( \mu_x + z \sigma_x \sqrt{\frac{U}{U + \kappa}} \right)^2 \right] \frac{e^{-z^2/2}}{\sqrt{2\pi}} dz, \]
where we recall $\mathcal{T}(U) = (-\infty, -V_1(U)] \cup [V_2(U), \infty)$ and we define $\tilde{T}(U) = (-\infty, -\tilde{V}_1(U)] \cup [\tilde{V}_2(U), \infty)$ with $\tilde{V}_1(U) = (V_1(U) + \mu_x U)/\rho(U)$, $\tilde{V}_2(U) = (V_2(U) - \mu_x U)/\rho(U)$ and $\rho(U) = \sigma_x \sqrt{U(U + \kappa)}$. Note in the last integral that the integrand is nonnegative. Furthermore integration over $\tilde{T}(U)$ can be regarded as integration over the whole real line after multiplying the integrand by the indicator function of the set $\tilde{T}(U)$. Because the indicator is nonnegative and upper bounded by 1 and $[\mu_x + z\sigma_x \sqrt{U/(U + \kappa)}]^2 \leq (\mu_x^2 + z^2\sigma_x^2)$, we can upper bound the integrand by a function which does not involve $U$ and is integrable. This allows for the application of Bounded Convergence which combined with the observation that $-\tilde{V}_1(U) \to -\mu_x/\sigma_x$ and $\tilde{V}_2(U) \to -\mu_x/\sigma_x$, meaning that $\tilde{T}(U)$ tends to the whole real line or $1_{\tilde{T}(U)}(z) \to 1$, implies

$$
\lim_{U \to \infty} \int_{-\infty}^\infty \left[ c_1 + c_2 \left( \mu_x + z\sigma_x \sqrt{\frac{U}{U + \kappa}} \right)^2 \right] 1_{\tilde{T}(U)}(z) \frac{e^{-z^2/2}}{\sqrt{2\pi}} \, dz
$$

$$
= \int_{-\infty}^\infty \lim_{U \to \infty} \left[ c_1 + c_2 \left( \mu_x + z\sigma_x \sqrt{\frac{U}{U + \kappa}} \right)^2 \right] 1_{\tilde{T}(U)}(z) \frac{e^{-z^2/2}}{\sqrt{2\pi}} \, dz
$$

$$
= \int_{-\infty}^\infty \left[ c_1 + c_2 (\mu_x + z\sigma_x)^2 \right] \frac{e^{-z^2/2}}{\sqrt{2\pi}} \, dz = c_1 + c_2 (\mu_x^2 + \sigma_x^2),
$$

yielding the desired expression. This concludes the proof of Lemma 3.

The function $\mathcal{G}(U)$ introduced in Lemma 3 is very important and will simplify, considerably, the representation of the combined cost $\mathcal{C}(T, d_T, \hat{x}_T)$. Indeed, by recalling the definition of $\hat{x}_t$ and $L_t$ from (5) and (11), respectively, we can identify the conditional expectation appearing in (16) as $\mathcal{G}(U)$. This means that in $\mathcal{C}(T, d_T, \hat{x}_T)$ if we replace $\hat{x}_T, d_T$ with their optimum counterparts $\hat{x}_T, d_T$, then we have the following simple expression for the resulting combined cost:

$$
\mathcal{C}(T, d_T, \hat{x}_T) = \mathcal{G}(U_T) + c_1 + c_2 (\mu_x^2 + \sigma_x^2).
$$

(22)

We are now in a position to reveal the optimum stopping time and finalize the desired triplet that solves the constrained optimization problem introduced in (4). The following theorem presents the complete solution.

**Theorem 1.** In the constraint in (4), let the maximal allowable cost $C$ satisfy $\min\{c_0, c_1 + c_2 \mu_x^2\} + c_2 \sigma_x^2 > C > 0$. Then, the optimum triplet $(T, d_T, \hat{x}_T)$ that solves the corresponding constrained optimization problem is

$$
T = \inf \{t > 0 : U_t \geq \gamma\},
$$

(23)

where threshold $\gamma > 0$ is the solution of the equation

$$
\mathcal{G}(\gamma) = C - c_1 - c_2 (\mu_x^2 + \sigma_x^2).
$$

(24)
The other two elements of the optimum triplet are given by (5) for the optimum estimator and (10) for the optimum detector and both, detector and estimator, need to be applied at the time of stopping $T$.

**Proof.** First note that when $\min\{c_0, c_1 + c_e \mu_x^2\} + c_e \sigma_x^2 > C > 0$, then $C - c_1 - c_e (\mu_x^2 + \sigma_x^2)$ takes values in the interior of the interval defined by the maximal $\mathcal{G}(0)$ and minimal $\lim_{U \to \infty} \mathcal{G}(U)$ value of the function $\mathcal{G}(U)$. Consequently, because of the strict monotonicity and continuity of $\mathcal{G}(U)$, equation (24) has always a positive solution $\gamma = \mathcal{G}^{-1}(C - c_1 - c_e (\mu_x^2 + \sigma_x^2)) > 0$ which is unique. Given that $U_0 = 0$, $U_t = \sum_{n=1}^{t} h_n^2$ is increasing; and by Assumption iii) we have $\lim_{t \to \infty} U_t = \infty$ with probability 1, we also conclude that the stopping time $T$ defined in (23) is almost surely finite.

Let us now show the desired optimality of the proposed triplet. Consider any alternative triplet $(T, d_T, \hat{x}_T)$ that satisfies the constraint $C \geq \mathcal{C}(T, d_T, \hat{x}_T)$. Because of (17) and (22) we conclude

$$C \geq \mathcal{C}(T, d_T, \hat{x}_T) \geq \mathcal{G}(U_T) + c_1 + c_e (\mu_x^2 + \sigma_x^2).$$

The previous inequality combined with (24) suggests that

$$\mathcal{G}(U_T) \leq C - c_1 - c_e (\mu_x^2 + \sigma_x^2) = \mathcal{G}(\gamma)$$

which, due to the strict decrease of $\mathcal{G}(U)$, implies $U_T \geq \gamma$. From the latter we deduce that $T \geq T$, since, by definition, $T$ is the smallest time instant for which this inequality holds. This establishes the optimality of the triplet $(T, d_T, \hat{x}_T)$. Theorem 1 is proved.

**Remark 1.** For the completeness of our theorem we must also add that if $C \geq \min\{c_0, c_1 + c_e \mu_x^2\} + c_e \sigma_x^2$, then we can verify that the optimum stopping time is $T = 0$ (no observations are needed) and the optimum joint detection/estimation structure relies, solely, on prior information. In particular if $c_0 \leq c_1 + c_e \mu_x^2$, we decide in favor of $H_1$ and provide as estimate the mean, that is, $\hat{x}_0 = \mu_x$; whereas if $c_0 > c_1 + c_e \mu_x^2$, we decide in favor of $H_0$ and, of course, there is no need for any estimate.

**Remark 2.** Our theorem suggests that the optimal time to stop is when the running energy $\{U_t\}$ of the process $\{h_t\}$ exceeds the threshold $\gamma$ for the first time. This will happen with probability 1, due to (2) in Assumption iii). This is the only requirement imposed on $\{h_t\}$ while no additional prior information is needed regarding this observed process. As far as threshold $\gamma$ is concerned, it is clear that the solution to equation (24) can be computed numerically.

**Remark 3.** The optimum estimate $\hat{x}_T$ must be computed when we stop at $T$. However, initially, it is treated as an auxiliary quantity which is necessary for the application of the optimum decision rule $d_T$. When the decision is in favor of hypothesis $H_1$, only then $\hat{x}_T$ is regarded as the actual estimate of $x$. 
Remark 4. As we mentioned earlier, if we select $c_e = 0$, then our joint setup reduces to a pure detection problem. What is interesting in our formulation is that the optimum stopping time $T$ is still defined through (23) while the optimum decision function $d_T$ becomes a likelihood ratio test, where $L_T$ is compared against the threshold $c_0/c_1$. This is in contrast with SPRT where, as we recall, we have a running likelihood ratio compared against two, time-varying and dependent on $\{h_t\}$, thresholds that are not possible to compute analytically. Furthermore, SPRT is optimum only when the observations are i.i.d. whereas our simple scheme enjoys optimality even if the process $\{h_t\}$ is dependent and time varying with unknown distribution. These interesting optimality properties of our joint detection/estimation strategy are a consequence of defining the cost $\mathcal{C}(T, d_T, \hat{x}_T)$ under the conditional form depicted in (3).
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