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Abstract. Parsimonious (small-parametric) high-order Markov chains determined by a small number of parameters may be used as models of output sequences in cryptographic generators and their blocks. The paper presents methods of statistical identification (parameter estimation and hypotheses testing) by the observed output sequence for Jacobs–Lewis model, Raftery MTD model, Markov chain with partial connections, Markov chain of conditional order.
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Экономные модели цепей Маркова высокого порядка для оценивания криптографических генераторов
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Аннотация. Экономные (малопараметрические) сложные цепи Маркова, определяющиеся небольшим числом параметров, могут использоваться как модели выходных последовательностей криптографических генераторов и их блоков. Представлены методы статистической идентификации (оценки параметров и проверки гипотез) по наблюдаемой выходной последовательности для модели Якобса–Льюиса, модели Рафтери, цепей Маркова с частичными связями, цепей Маркова условного порядка.
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1. Introduction

Cryptographic generators are necessary elements for cryptographic systems of information protection [1]. Classification of cryptographic generators based on their construction and implementation may be found in [9]. To evaluate cryptographic security of generators two approaches are known: 1) algebraic approach based on construction of some algebraic model for generator [1]; 2) stochastic approach based on the construction of some probabilistic model for the generator [15–17]. Modern cryptographic generators have a complex structure, and algebraic approach often appears to be not applicable. In these situations stochastic approach considered in this paper may be used. Following this approach the probabilistic model for the output sequence of the considered generator (or its block) is constructed and used to predict future elements of the output sequence [7].

Under stochastic approach the general model of the observed output sequence (of the cryptographic generator or its block) is the discrete time series (≡ discrete valued random sequence) \( x_t = x_t(\omega) : \mathbb{N} \times \Omega \to A \) defined on the probability space \((\Omega, \mathcal{F}, P)\), where \( t \in \mathbb{N} = \{1, 2, \ldots\} \) is discrete time, \( A = \{0, 1, \ldots, N-1\} \) is a finite set of \( N \geq 2 \) states.

The following probabilistic models are used for evaluation of cryptographic security: \( x_t = \xi_t \) is a scheme of independent Bernoulli trials, \( P\{\xi_t = 1\} = 1 - P\{\xi_t = 0\} = p \), \( A = V = \{0, 1\} \), \( p \in [0, 1] \); \( x_t \) is a “corrupted periodic sequence” \( x_t = a_t \oplus \xi_t \), where \( a_t \) is some “deterministic” periodic sequence (e. g. a sequence generated by some LFSR or NLFSR); modification of the above-mentioned models using the Markovian model for \( \xi_t \). A review of models is given in [16].

Modern cryptographic generators guarantee the uniform probability distribution of \( s \)-tuples in the output sequence for sufficiently large values of \( s \), and to construct a useful probabilistic model we need to exploit high-order dependencies in \( x_t \). A universal model for long-memory discrete time series is the high-order Markov chain [3, 5]. Unfortunately, the number of parameters for the \( s \)-order Markov chain \( D = N^s(N - 1) \) increases exponentially with respect to the order \( s \), and identification of this model is a computationally hard problem; in addition, we need to have data sets of huge size \( T > D \). This situation generates a topical problem of construction and statistical analysis of small-parametric (parsimonious) models for high-order Markov chains, i. e. the models determined by a small number of parameters. Some of these models are: the Jacobs – Lewis model [6], the Mixture Transition Distribution model [14], the hidden Markov model [2], the variable length Markov chain [4], Markov chain of the order \( s \) with \( r \) partial connections [11], Markov chain of conditional order [10].
This paper is devoted to identification (estimation of parameters and hypotheses testing) of the parsimonious models by the observed output sequence. The paper has the following structure. After Introduction (Section 1) we present our results on identification of some known parsimonious models of high-order Markov chains: for the Jacobs–Lewis model JL \((s)\) in Section 2 and for the Raftery MTD model in Section 3. Section 4 and Section 5 are devoted to new parsimonious models: Markov chain MC \((s, r)\) of order \(s\) with \(r\) partial connections and Markov chain of conditional order respectively.

2. Identification of the Jacobs–Lewis model JL \((s)\)

Let us remind [5] that a homogeneous Markov chain of order \(s \in \mathbb{N}\) is determined by the generalized Markov property \((t > s; \ i_1, \ldots, i_t \in \mathcal{A})\):

\[
P \{x_t = i_t \mid x_{t-1} = i_{t-1}, \ldots, x_1 = i_1\} = \\
= P \{x_t = i_t \mid x_{t-1} = i_{t-1}, \ldots, x_{t-s} = i_{t-s}\} = p(i_{t-s}, \ldots, i_{t-1}), i_t,
\]

where \(P = (p_{i_1, \ldots, i_s, i_{s+1}})\) is an \((s+1)\)-dimensional matrix of one-step transition probabilities satisfying the normalization condition:

\[
\sum_{i_{s+1} \in \mathcal{A}} p_{i_1, \ldots, i_s, i_{s+1}} = 1, \quad i_1, \ldots, i_s \in \mathcal{A}.
\]

Jacobs–Lewis model JL \((s)\) is defined [6] by the following stochastic difference equation of order \(s \geq 2\) with random delay:

\[
x_t = \mu_t x_{t-1} + (1 - \mu_t) \xi_t, \quad t > s,
\]

where \(\{\xi_t, \eta_t, \mu_t\}\) are jointly independent random variables with probability distributions:

\[
P\{\mu_t = 1\} = 1 - P\{\mu_t = 0\} = \rho;
\]

\[
P\{\eta_t = j\} = \lambda_j, \quad j \in \{1, 2, \ldots, s\}, \quad \lambda_1 + \lambda_2 + \cdots + \lambda_s = 1, \quad \lambda_s \neq 0;
\]

\[
P\{\xi_t = k\} = \pi_k, \quad k \in \mathcal{A}, \quad \sum_{k \in \mathcal{A}} \pi_k = 1;
\]

initial random values \(x_1, x_2, \ldots, x_k\) are independent with probability distribution

\[
P\{x_1 = k\} = P\{x_2 = k\} = \cdots = P\{x_s = k\} = \pi_k, \quad k \in \mathcal{A}.
\]

The number of parameters \(\pi = (\pi_k), \quad \lambda = (\lambda_i), \quad \rho\) depends linearly on \(s\): \(D_{\text{JL}} = N + s - 1\).
The probabilistic model (2), (3) of generation of random sequence \( x_t \) is illustrated by Fig. 1. The generator consists of three elementary generators \( G_1 \) for generation of \( \xi_t \), \( G_2 \) for generation of \( \eta_t \) and \( G_3 \) for generation of binary sequence \( \mu_t \), a shift register and a selector that selects one of its input signals \( x_{t-\eta_t}, \xi_t \) depending on the value \( \mu_t \).

![Fig. 1. Generation of \( x_t \) by JL(\( s \)) model](image)

**Theorem 1.** The discrete time series \( x_t \) determined by (2) and (3) is a homogeneous Markov chain of the order \( s \) with the initial probability distribution

\[
\pi_{i_1, \ldots, i_s, i_{s+1}} = \pi_{i_1} \pi_{i_2} \cdots \pi_{i_s}
\]

and the \((s + 1)\)-dimensional matrix of transition probabilities

\[
P(\pi, \lambda, \rho) = (p_{i_1, \ldots, i_s, i_{s+1}}), \quad i_1, \ldots, i_s, i_{s+1} \in \mathcal{A}:
\]

\[
p_{i_1, \ldots, i_s, i_{s+1}} = (1 - \rho) \pi_{i_{s+1}} + \rho \sum_{j=1}^{s} \lambda_j I\{i_{s+1} = i_{s-j+1}\},
\]

where \( I\{B\} \) is the indicator of event \( B \).

**Proof.** The generalized Markov property (1) follows from the definition (2), (3) of the JL(\( s \)) model: \( x_t = f(x_{t-1}, \ldots, x_{t-s}; \xi_t, \eta_t, \mu_t) \), where the function \( f(\cdot) \) is determined by (2). By (3) and the total probability formula we have:

\[
p_{i_1, \ldots, i_s, i_{s+1}} = (1 - \rho) \pi_{i_{s+1}} + \rho \sum_{j=1}^{s} \lambda_j I\{x_{s+1} = i_{s-j+1}\} = (1 - \rho) \pi_{i_{s+1}} + \rho \sum_{j=1}^{s} \lambda_j I\{i_{s+1} = i_{s-j+1}\}.
\]

Initial probability distribution follows from the model assumption. \( \square \)

**Corollary 1.** Maximum likelihood estimators (MLEs) \( \hat{\pi}, \hat{\lambda}, \hat{\rho} \) for the parameters \( \pi, \lambda, \rho \) of the JL(\( s \)) model by the observations \( X_T = (x_1, \ldots, x_T)' \in \mathcal{A}^T \) are determined by maximization of the following loglikelihood function

\[
l = l(\pi, \lambda, \rho) = \sum_{t=1}^{T} \ln \pi_{x_t} + \sum_{t=s+1}^{T} \ln \left((1 - \rho) \pi_{x_t} + \rho \sum_{j=1}^{s} \lambda_j I\{x_{t} = x_{t-j}\}\right) \rightarrow \max_{\pi, \lambda, \rho}.
\]
In [12] consistent estimators \( \tilde{\pi}, \tilde{\lambda}, \tilde{\rho} \) are found and used as the initial approximation for the MLEs \( \hat{\pi}, \hat{\lambda}, \hat{\rho} \) in the iterative solution of the maximization problem (5).

Define the hypotheses \( H_0, H_1 \) on the values of the parameters:

\[
H_0 = \{(\pi = \pi^0, \lambda = \lambda^0, \rho = \rho^0)\},
\]

where \( \pi^0, \lambda^0, \rho^0 \) are some fixed hypothetical values (e.g., if \( \rho^0 = 0 \), \( \pi^0_k \equiv N^{-1} \) hypothesis \( H_0 \) means that \( x_t \) is uniformly distributed random sequence); \( H_1 = \overline{H}_0 \). Using the asymptotic normality property of the MLEs \( \hat{\pi}, \hat{\lambda}, \hat{\rho} \), we get [12] the generalized probability ratio test of the asymptotic size \( \varepsilon \in (0, 1) \):

\[
d = d(X_T) = \mathbb{I}\{\Lambda_T \geq \Delta_\varepsilon\},
\]

\[
\Lambda_T = 2 \left( l(\hat{\pi}, \hat{\lambda}, \hat{\rho}) - l(\pi^0, \lambda^0, \rho^0) \right),
\]

where \( \Delta_\varepsilon \) is \( \varepsilon \)-quantile of the \( \chi^2_{N+s-1} \)-distribution.

3. Identification of the Raftery MTD model

Raftery *Mixture Transition Distribution* (MTD) model [14] is defined by a special small-parametric (parsimonious) representation of the matrix \( P \):

\[
p_{i_1, \ldots, i_{s+1}} = \sum_{j=1}^{s} \lambda_j q_{i_j, i_{s+1}}, \quad i_1, \ldots, i_s+1 \in \mathcal{A},
\]

where \( Q = (q_{ik}) \) is a stochastic \((N \times N)\)-matrix, \( i, k \in \mathcal{A} \), and \( \lambda = (\lambda_1, \ldots, \lambda_s)' \) is an \( s \)-column vector such that \( \lambda_1 > 0, \lambda_2, \ldots, \lambda_s \geq 0, \lambda_1 + \lambda_2 + \cdots + \lambda_s = 1 \).

This model has \( D_{MTD} = N(N-1)/2 + s - 1 \) parameters. The MTD model (7) may be generalized to obtain the MTDg model:

\[
p_{i_1, \ldots, i_{s+1}} = \sum_{j=1}^{s} \lambda_j q_{i_j, i_{s+1}}^{(j)}, \quad i_1, \ldots, i_{s+1} \in \mathcal{A},
\]

where \( Q^{(j)} = (q_{ik}^{(j)}) \) is the \( j \)-th stochastic matrix corresponding to the time lag \( s-j \). The number of parameters in the MTDg model equals

\[
D_{MTDg} = s \left( \frac{N(N-1)}{2} + 1 \right) - 1.
\]

Let us introduce the notation: the distribution \( \Pi^* = (\pi^*_{i_1, \ldots, i_s}), i_1, \ldots, i_{s+1} \in \mathcal{A} \) is an \( s \)-variate stationary probability distribution of the ergodic Markov chain; \( \pi^* = (\pi^*_0, \ldots, \pi^*_{N-1})' \) is an univariate stationary probability distribution; \( \delta_{ij} \) is the Kronecker symbol.
Theorem 2. If the model (8) is valid and for some $K \in \mathbb{N}$ all elements of the matrix $(Q^{(1)})^K$ are positive, then the stationary probability distribution $\Pi^*$ satisfies the system of equations

$$\pi^*_{i_1, \ldots, i_s} = \prod_{l=0}^{s-1} \left( \pi^*_{i_{s-l}} + \sum_{j=l+1}^{s} \lambda_j \left( q_{ij_{s-l}, i_{s-l}}^{(j)} - \sum_{r=0}^{N-1} q_{ir_{s-l}, i_{s-l}}^{(j)} \pi^*_r \right) \right), \quad i_1, \ldots, i_{s+1} \in \mathcal{A}.$$ 

Corollary 2. If the model (7) is valid, then the stationary bivariate marginal probability distribution of the random vector $(x_{t-m}, x_t)'$ satisfies the relation

$$\pi^*_{ki} = \pi^*_{i} \lambda_{s-m+1} (q_{ki} - \pi^*_i), \quad 1 \leq m \leq s, \quad k \in \mathcal{A}.$$ 

The proof of Theorem 2 and of its corollary may be found in [12].

Let us construct estimators for the parameters of the MTD model by applying the property from Corollary 2. We define the following statistics as functions of the observed realization $X_T = (x_1, \ldots, x_T)'$ for $i, k \in \mathcal{A}, \ j = 1, \ldots, s$:

$$\tilde{\pi}_i = \frac{1}{T - 2s + 1} \sum_{t=s+1}^{T-s+1} \delta_{x_t, i};$$

$$\tilde{\pi}_{ki}(j) = \frac{1}{T - 2s + 1} \sum_{t=s+j}^{T-s+j} \delta_{x_{t-j}, k} \delta_{x_t, i};$$

$$\tilde{q}_{ki} = \begin{cases} \sum_{j=1}^{s} \frac{\tilde{\pi}_{ki}(j)}{\tilde{\pi}_k} - (s-1) \tilde{\pi}_i, & \tilde{\pi}_k > 0, \\ \frac{1}{N} & \text{otherwise}; \end{cases} \quad (9)$$

$$z_{ki}(j) = \frac{\tilde{\pi}_{ki}(s-j)}{\tilde{\pi}_k} - \tilde{\pi}_i;$$

$$d_{ki} = \tilde{q}_{ki} - \tilde{\pi}_i;$$

$$\tilde{\lambda} = \arg \min_\lambda \sum_{i, k \in \mathcal{A}} \sum_{j=1}^{s} \left( z_{ki}(j) - \lambda_j d_{ki} \right)^2.$$ 

Theorem 3. Under conditions of the Corollary 2 the statistics (9) are asymptotically unbiased and consistent estimators for $Q$ and $\lambda$ as $T \to \infty$.

Proof. It is easy to show that the definitions of consistency and asymptotic unbiasedness are satisfied. \qed
The estimators \( \hat{Q}, \hat{\lambda} \) defined by (9) give a good initial approximation for iterative maximization of the loglikelihood function, which yields the MLEs \( \hat{Q}, \hat{\lambda} \):

\[
l(Q, \lambda) = \sum_{t=s+1}^{T} \ln \sum_{j=1}^{s} \lambda_j q_{x_{t-s+j-1}, x_t} \rightarrow \max_{Q, \lambda}.
\]

Generalized probability ratio test of the asymptotic (as \( T \to \infty \)) size \( \varepsilon \in (0, 1) \) for testing hypotheses (on the values of parameters \( Q, \lambda \)):

\[
H_0 = \{ Q = Q^0, \lambda = \lambda^0 \},
\]

\[
H_1 = H_0 \text{ is constructed as test (6) in the previous section for JL (s) model.}
\]

4. Identification of the MC \((s, r)\) model

Let’s introduce the notation: \( r \in \{1, 2, \ldots, s\} \) is the parameter called the **number of partial connections**; \( M_0 = (m_0^1, \ldots, m_0^r) \in M \) is an arbitrary integer \( r \)-vector with ordered components \( 1 = m_0^1 < m_0^2 < \cdots < m_0^r \leq s \) which is called the **connection template**; \( M \) is the set of cardinality \( K = |M| = C_{s-1}^{r-1} \) which is composed of all possible connection templates with \( r \) partial connections; and \( Q^0 = (q_{j_1, \ldots, j_{r+1}}^0) \) is some \((r+1)\)-dimensional stochastic matrix, \( j_1, \ldots, j_{r+1} \in A \).

A Markov chain of order \( s \) with \( r \) partial connections [9, 11], denoted as \( \text{MC}(s, r) \), is defined by specifying the one-step transition probabilities:

\[
p_{i_1, \ldots, i_s, i_{s+1}} = q_{i_{m_0^1}, \ldots, i_{m_0^r}, i_{s+1}}^0, \quad i_1, \ldots, i_{s+1} \in A.
\]

The relation (10) implies that the probability of the process entering a state \( i_{s+1} \) at time \( t > s \) depend only on its \( r \) states at times \( t-s-1+m_0^j, \quad j = 1, \ldots, r \). Thus, instead of \( D = N^s(N-1) \) parameters, the model (10) is defined by \( D_{\text{MC}(s, r)} = N^r(N-1)+r-1 \) independent parameters that determine the matrices \( Q^0, M_0^r \). The reduction in the number of parameters may be very significant: for instance, if \( N = 2, \quad s = 32, \quad r = 3 \), then we have \( D \approx 4.1 \cdot 10^9 \), and \( D_{\text{MC}(32, 3)} = 10 \).

Note that if \( s = r, \quad M_0^r = (1, 2, \ldots, s) \), then \( P = Q^0 \), and \( \text{MC}(s, s) \) is a Markov chain of order \( s \). A constructive example of \( \text{MC}(s, r) \) for modeling of output sequences generated by cryptographic devices and their blocks is a binary \((N = 2)\) autoregression of order \( s \) with \( r \) nonzero coefficients, a special case of which is a linear recursive sequence defined in the ring \( \mathbb{Z}_2 \) and generated by a degree \( s \) polynomial with \( r \) nonzero coefficients [13].
Let's introduce the notation: \( J_s = (j_1, \ldots, j_s) = (J_{s-1}, j_s) \) is a multi-index of order \( s \), the function

\[
S_t : \mathcal{A}^T \times M \rightarrow \mathcal{A}', (X_T; M_r) \rightarrow (x_{t+m_{s-1}}, \ldots, x_{t+m_{s-1}}) \in \mathcal{A}'
\]
is called a selector of order \( r \) with parameters \( M_r \in M \) and \( t \in \{1, \ldots, T-s+1\} \), \( \Pi_K = P \{X_s = K_s\} \) is the initial \( s \)-variate probability distribution of the Markov chain \( MC(s, r) \), \( \Pi_K = (X_T; M_r) \) is its stationary distribution, \( \nu_{r+1}(J_{r+1}; M_r) = \sum_{i=1}^{r+1} \mathbf{1}\{S_i(X_T; M_{r+1}) = J_{r+1}\} \) is the frequency of the \((r+1)\)-tuple \( J_{r+1} \in \mathcal{A}'^{r+1} \) corresponding to the connection template \( M_{r+1} = (M_r, s + 1) \) and satisfying the normalization condition \( \sum_{J_{r+1}} \nu_{r+1}(J_{r+1}; M_r) = T - s \), an index replaced by a dot denotes summation over all values of this index: \( \nu_{r+1}((J_r, \cdot); M_r) = \sum_{j_{r+1}} \nu_{r+1}(J_{r+1}; M_r), \nu_{r+1}((J_r, j_{r+1}); M_r) = \sum_{j_{r+1}} \nu_{r+1}(J_{r+1}; M_r) \).

**Theorem 4.** The model \( MC(s, r) \) defined by (10) is ergodic if and only if there exists an integer \( l \geq 0 \) such that

\[
\min_{J_s, J'_s \in \mathcal{A}'^l} \sum_{K_t \in \mathcal{A}^l} \sum_{i=1}^{s+1} q_{S_i(J_s, K_i; J'_s; M_{r+1})} > 0.
\]

The proof is based on transformation of \( MC(s, r) \) into a special Markov chain of order one with \( s \)-dimensional state space.

Let us apply the plug-in principle to construct the information functional \( \hat{I}_{r+1}(M_r) \) of the observed realization \( X_T \). In other words let us construct a sample-based estimator for the Shannon information on the future symbol \( x_{t+s} \in \mathcal{A} \) contained in the \( r \)-tuple \( S_t(X_T; M_r) \).

**Theorem 5.** The maximum likelihood estimators \( \hat{M}_r, \hat{Q} = (\hat{q}_{J_{r+1}}) \), where \( J_{r+1} \in \mathcal{A}'^{r+1} \), for the parameters \( M^0_r, Q^0 \) may be defined as

\[
\hat{M}_r = \arg \max_{M_r \in M} \hat{I}_{r+1}(M_r),
\]

\[
\hat{q}_{J_{r+1}}(M_r) = \begin{cases} \nu_{r+1}(J_{r+1}; \hat{M}_r), & \text{if } \nu_{r+1}((J_r, \cdot); \hat{M}_r) > 0, \\ 1/N, & \text{if } \nu_{r+1}((J_r, \cdot); \hat{M}_r) = 0. \end{cases}
\]

(11)

**Theorem 6.** If \( MC(s, r) \) defined by (10) is stationary and the connection template \( M^0_r \in M \) satisfies the identifiability condition, then the maximum likelihood estimators \( \hat{M}_r, \hat{Q} \) defined by (11) are consistent as \( T \to \infty \):

\[
\hat{M}_r \overset{P}{\rightarrow} M^0_r, \quad \hat{Q} \overset{L^2}{\rightarrow} Q^0.
\]
and the following asymptotic expansion holds for the mean square error of $\hat{Q}$:

$$\Delta_{T}^2 = E\{\|\hat{Q} - Q^0\|^2\} = \frac{1}{T-s} \sum_{J_{r+1} \in A^{r+1}} \sum_{J_{r+1} \in A^{r+1}} \frac{(1-q_{0J_{r+1}})q_{0J_{r+1}}}{\mu_{r+1}((J_{r}, \cdot); M^0_{r}, M^0_{r})} + o\left(\frac{1}{T}\right),$$

$$\mu_{r+1}(J_{r+1}; M_r, M^0_{r}) = \sum_{K_{s+1} \in A^{s+1}} I\{S_1(K_{s+1}; M_{r+1}) = J_{r+1}\} \Pi_{K_s}^r p_{K_{s+1}}. \quad (12)$$

Theorems 5 and 6 have been proved in [9].

The estimators (11) have been used to construct a statistical test for the null hypothesis $H_0 : Q^0 = Q_0$ against the alternative $H_1 = (q_0, J_{r+1})$ is some given stochastic matrix. The decision rule of a given asymptotic size $\varepsilon \in (0, 1)$ may be written as follows [9]:

$$d(X_T) = I\{\rho > \Delta\}, \quad \rho = \sum_{J_{r+1}: q_{0J_{r+1}} > 0} \mu_{r+1}((J_{r}, \cdot); \widehat{M}_r) \frac{(\widehat{q}_{r+1} - q_{0J_{r+1}})^2}{q_{0J_{r+1}}}, \quad (13)$$

where $\Delta$ is the $(1-\varepsilon)$-quantile of the $\chi^2$ distribution with $L$ degrees of freedom.

Note that to estimate the orders $s \in [s_-, s_+)$, $r \in [r_-, r_+]$ ($1 \leq s_- < s_+ < \infty$, $1 \leq r_- < r_+ < s_+$) we use a modification of the Bayesian Information Criterion (BIC) presented in [8].

Performance of the statistical estimators (12) and the test (13) was evaluated by Monte-Carlo simulation experiments, where the model parameters were fixed: $N = 2$, $s = 256$, $r = 6$; the chosen values of $Q^0$ and $M^0_{r}$ are omitted due to space limitation. For each simulated observation length of $T$, $10^4$ simulation rounds were performed. Fig. 2 illustrates the numerical results obtained for this MC(256, 6) model: the mean square error $\Delta_{T}^2$ of the estimator $\hat{Q}$ is plotted against the observation length $T$; the curve has been computed theoretically from the leading term of the expansion (12), and the circles are the experimental values obtained by the simulations.

![Fig. 2. Dependence of $\Delta_{T}^2$ on $T$ for $N = 2$, $s = 256$, $r = 6$](image)
5. Markov chain of conditional order and its identification

Let’s introduce the notation: \( J^m_n = (j_m, j_{m+1}, \ldots, j_n) \in \mathcal{A}^{n-m+1}, \quad n \geq m, \) is the multiindex (subsequence of indices from a sequence \( j_1, j_2, \ldots, j_n \)),

\[
\langle J^m_n \rangle = \sum_{k=n}^{m} N^{k-n} j_k \in \{0, 1, \ldots, N^{m-n+1} - 1\}
\]

is the numeric representation of the multiindex \( J^m_n \in \mathcal{A}^{m-n+1}, n \geq m, \)

\( \pi_{J^s_1} = \mathbb{P} \{X^s_1 = J^s_1\} \) is the initial probability distribution.

The Markov chain \( \{x_t \in \mathcal{A} : t \in \mathbb{N}\} \) is called the Markov chain of conditional order (MCCO \( (s) \)), if its one-step transition probabilities have the following parsimonious form [10]:

\[
p_{J^{s}_{t+1}} = \sum_{k=0}^{K} \mathbf{1} \{ \langle J^{s}_{t-L+1} \rangle = k \} q^{(m_k)}_{j_{b_k}, J^{s}_{t+1}}, \tag{14}
\]

where \( 1 \leq m_k \leq M, \quad 1 \leq b_k \leq s - L, \quad 0 \leq k \leq K, \quad \min_{0 \leq k \leq K} b_k = 1 \); it is assumed that all elements of the set \( \{1, 2, \ldots, M\} \) occur in the sequence \( m_0, \ldots, m_K \).

The sequence of elements \( J^{s}_{s-L+1} \) is called the base memory fragment (BMF) of the random sequence, \( L \) is the length of BMF, the value \( s_k = s - b_k + 1 \) is called the conditional order. Thus the conditional probability distribution of the state \( x_t \) at time \( t \) depends not on all \( s \) previous states, but it depends only on \( L + 1 \) selected states corresponding to \( \langle J^{s}_{t-L+1} \rangle \). Note that if \( L = s - 1, \) \( s_0 = s_1 = \cdots = s_K = s \), we have the fully-connected Markov chain of the order \( s \). If \( M = K + 1 \), then each transition matrix corresponds to only one value of BMF, otherwise there exists a common matrix which corresponds to several values of BMF. The number of independent parameters equals

\[ D_{\text{MCCO}(s)} = 2 (N^L + 1) + MN (N - 1). \]
As in previous section we construct the MLEs \( \hat{Q}(i) \), \( \hat{L} \), \( \{ \hat{s}_k \} \), \( \{ \hat{m}_k \} \) by maximization the loglikelihood:

\[
l_T(X_T, \{ Q(i) \}, L, \{ s_k \}, \{ m_k \}) = \ln p_{X_T} + \sum_{J_0+1=L+2}^{K} \sum_{k=0}^{L} I\{ \langle J_1^L \rangle = k \} \nu_{L+2,s_k-L-1}^a (J_0^{L+1}) \ln q_{j_0,j_L+1}^{(m_k)} \to \max,
\]

where \( \nu_{l,y}^a(J_1^L) = \sum_{t=1}^{n-y} I\{ x_{t+s-l-y+1} = j_1, X_{t+s-l+2}^t = J_2^y \}, l \geq 2, 0 \leq y \leq s - l + 1, \) is the frequency of the state \( J_1^L \in A^l \) with the time gap of length \( y \) between the elements \( J_1^L \) and \( J_2^y \); \( \nu_{s+1}(J_1^{L+1}) = \nu_{s+1,0}(J_1^{L+1}) \) is the frequency of \( (s + 1) \)-tuple \( J_1^{L+1} \).

From (15) we get the following expressions for the MLEs (for simplicity of expressions we give here results only for the case \( M = K + 1 \)) [10]:

\[
\hat{s}_k = \arg \max_{L+1 \leq y} \sum_{J_0^L,J_L+1 \in A^L} I\{ \langle J_1^L \rangle = k \} \sum_{j_0,J_L+1 \in A} \nu_{L+2,g(y,L)}^a (J_0^{L+1}) \ln \hat{q}_{j_0,J_L+1}^{(k+1)}.
\]

To estimate the order \( s \) and the BMF length \( L \) we use Bayesian information criterion:

\[
(\hat{s}, \hat{L}) = \arg \min_{1 \leq L' \leq L_+, 2 \leq s' \leq S_+} \text{BIC}(s', L'),
\]

\[
\text{BIC}(s', L') = D_{\text{MCCO}(s)} \ln (n - s') - 2 \sum_{J_0^L,J_L+1 \in A^L+2} \sum_{k=0}^{K} I\{ \langle J_1^L \rangle = k \} \nu_{L+2,g(s_k,L')}^a (J_0^{L+1}) \ln \hat{q}_{j_0,J_L+1}^{(k+1)},
\]

where \( S_+ \geq 2, 1 \leq L_+ \leq S_+ - 1, \) are maximal admissible values of \( s \) and \( L \) respectively.

Statistical decision rule for testing the hypotheses on the values of parameters for the MCCO \( s \) model is constructed [10] by MLEs \( \{ \hat{Q}^{(i)} \}, \{ \hat{s}_k \} \) in the same way as in the previous section.
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