
Araki-Haag-Kastler axioms
For every bounded open subset O of Minkowski
space we have W ∗-algebra A(O) (weakly closed
subalgebra of the algebra of bounded operators in
Hilbert space H that is invariant with respect to
involution ∗). We assume that H is a
representation space of unitary representation of
Poincaré group P .
If O1 ⊂ O2 then A(O1) ⊂ A(O2).
If g ∈ P then A(gO) = gA(O)g−1.
If the interval between any point of O1 and any
point of O2 is space-like the algebras A(O1) and
A(O2) commute.



The ground state θ of the Hamiltonian H (of the
generator of time translations) is Poincaré
invariant.
The set of vectors of the form Aθ where
A ∈ A(O) is dense in H ( i.e. θ is a cyclic vector
with respect to the union A of all algebras A(O)).
A particle is an irreducible subrepresentation of
the representation of Poincaré group in H.



Scattering in algebraic approach
A is an associative algebra with involution. Space
and time translations act as automorphisms of A
and of the cone C of non-normalized states.
ω ∈ C = translation-invariant stationary state.
Excitations of ω= elements of pre Hilbert space
H obtained by means of GNS construction, Â-an
operator in H corresponding to A ∈ A. The
closure of the algebra of operators of the form Â
in norm topology is denoted by A(ω).

θ is the cyclic vector obeying ω(A) = 〈Âθ, θ〉.
(M̃Nν)(X) = ν(M ∗XN)



Let α(τ,x) denote a smooth fast decreasing
function. An operator of the form
B =

∫
dτdxα(τ,x)Â(τ,x) is called a smooth

operator. These operators belong to A(ω) for all
A ∈ A.
B(τ,x) =

∫
dτ ′, dx′α(τ − τ ′,x− x′)A(τ ′,x′) is a

smooth function .



Asymptotic commutativity
||[B1(τ,x), B2]|| and ||[Ḃ1(τ,x), B2]||
tend to zero faster than any power of ||x|| as
x→∞ for smooth operators B1,B2 and fixed τ.
Another definition
||[B1(τ,x), B2]|| ≤ Cn(τ)

1+||x||n

where Cn(τ) has at most polynomial growth and
n is arbitrary.
Can be relaxed.
True in Araki-Haag-Kastler setting.
In what follows all operators are smooth.



The weakest form of cluster property is the
following condition
ω(A(x, t)B) = ω(A)ω(B) + ρ(x, t)
where A,B ∈ A and ρ is small in some sense for
x→∞.
To formulate a more general cluster property, we
introduce the notion of correlation functions in
the state ω :
wn(x1, t1, . . .xn, tn) =
ω(A1(x1, t1) · · ·An(xn, tn)) =
〈A1(x1, t1) · · ·An(xn, tn)〉,
where Ai ∈ A.
These functions generalize Wightman functions of
relativistic quantum field theory.



We consider the corresponding truncated
correlation functions wT

n (x1, t1, . . .xn, tn) denoted
also by 〈A1(x1, t1) · · ·An(xn, tn)〉T .
Truncated correlation functions wT can be
defined recursively by the formula
wn,x1, τ1, k1 . . . ,xn, τn, kn) =∑n

s=1

∑
ρ∈Rs

wT
α1

(π1) . . . w
T
αs

(πs).
Here Rs denotes the collection of all partitions of
the set {1, ..., n} into s subsets denoted π1, ..., πs,
the number of elements in the subset πi is
denoted by αi and wT

αi
(πi) stands for the

truncated correlation function with arguments
xa, τa, ka where a ∈ πi.



We have assumed that the state ω is
translation-invariant; it follows that both
correlation functions and truncated correlation
functions depend on the differences xi−xj, ti− tj.
We say that the state ω has the cluster property
if the truncated correlation functions are small
for xi − xj →∞. A strong version of the cluster
property is the assumption that the truncated
correlation functions tend to zero faster than any
power of min ‖xi − xj‖. Then its Fourier
transform with respect to variables xi has the
form νn(p2, . . . ,pn, t1, . . . , tn)δ(p1 + · · ·+ pn),
where the function νn is smooth.



The Green function in translation-invariant
stationary state ω is defined by the formula

Gn = ω(T (A1(x1, t1) . . . Ar(xr, tr))) =

〈Φ|T (Â1(x1, t1) . . . Âr(xr, tr))|Φ〉
where Ai ∈ A and T stands for time ordering.
More precisely, this is a definition of Green
function in (x, t)-representation, taking Fourier
transform with respect to x we obtain Green
functions in (p, t)- representation, taking in these
functions inverse Fourier transform with respect
to t we obtain Green functions in in (p, ε)
-representation.



Due to translation-invariance of ω we obtain that
in (x, t)-representation the Green function
depends on differences xi − xj, ti − tj, in
(p, t)-representation it contains a factor
δ(p1 + · · ·+ pr). Similarly in (p, ε) we have the
same factor and the factor δ(ε1 + · · ·+ εr). We
omit both factors talking about poles of Green
functions.
For n = 2 in (p, ε)-representation G2 has the form

G(p1, ε1|A,A′)δ(p1 + p2)δ(ε1 + ε2).

Poles of function G(p, ε|A,A′) correspond to
particles, the dependence of the position of the
pole on p specifies the dispersion law ε(p) (we
consider poles with respect to the variable ε for
fixed p).



We prove that to find scattering amplitudes we
should consider asymptotic behavior of Green
functions in p, t representation as t→ ±∞.e.
The asymptotic behavior of Green function in
(p, t) representation is governed by the poles of
Green function in (p, ε)-representation and by
residues at these poles (by on-shell values of
Green function).
If a function ρ(t) has asymptotic behavior
e−itE±A± as t→ ±∞ (in other words there exist
finite limits limt→±∞ e

itE±ρ(t) = A±). Then the
(inverse) Fourier transform ρ(ε) has poles at the
points E± ± i0 with residues ∓2πiA±.
Hence the scattering amplitudes can be expressed
in terms of on -shell values of Green functions
(LSZ formula).



The proof of LSZ formula will be given in case
when the theory has particle interpretation
(i.e.there exist Møller matrices S± specifying
unitary equivalence with free Hamiltonian in Has

and the Hamiltonian in the GNS Hilbert space
H).
To simplify notations we consider the case when
we have only one single-particle state Φ(p) with
dispersion law ε(p), i.e.

ĤΦ(p) = ε(p)Φ(p), P̂Φ(p) = pΦ(p).



Let us suppose that one-particle spectrum does
not overlap with multi-particle spectrum.
If the theory has particle interpretation then our
condition means that ε(p1 + p2) < ε(p1) + ε(p2).
The physical meaning of this condition: the
energy-momentum conservation law forbids the
decay of a particle. This condition is not always
satisfied, however, stability of a particle is always
guaranteed by some conservation laws. Our
considerations can be applied in this more
general situation.



Let us formulate LSZ formula more precisely and
give more detailed proofs.
We assume that the elements Ai ∈ A are chosen
in such a way that the projection of ÂiΦ on the
one-particle space has the form
Φ(φi) =

∫
φi(p)Φ(p)dp where φi(p) is a

non-vanishing function.We introduce the notation
Λi(p) = φi(p)−1.



Let us consider Green function
Gmn = ω(T (A∗1(x1, t1) . . . A

∗
m(xm, tm)×

Am+1(xm+1, tm+1) . . . Am+n(xm+n, tm+n))
in (p, ε)-representation. It is convenient to
change slightly the definition of
(p, ε)-representation changing the signs of
variables pi and εi for 1 ≤ i ≤ m (for variables
corresponding to the operators A∗i ). Multiplying
the Green function in (p, ε)-representation by∏
1≤i≤m

Λi(pi)(εi+ε(pi))
∏

m<j≤m+n

Λj(pj)(εj−ε(pj)).

and taking the limit εi → −ε(pi) for 1 ≤ i ≤ m
and the limit εj → ε(pj) for m < j ≤ m+ n we
obtain normalized on-shell Green function
denoted by σmn.



We prove that the normalized on-shell Green
function coincides with scattering amplitudes.
First, we give a proof for the case when Ai are
smooth operators obeying AiΦ = Φ(φi) (good
operators). The general case can be reduced to
the case when operators Ai are good. This
statement is based on the remark that in the
definition of Green function we can replace the
operators Ai by operators
A′i =

∫
α(x, t)Ai(x, t)dxdt without changing the

normalized on-shell Green function and on the
remark that we can assume that A′i is a good
operator.



To justify the second remark we should assume
that the support of α̂(p, ω) (of the Fourier
transform of α) does not intersect the
multi-particle spectrum and does not contain 0.



To justify the first remark we notice first of all
that Ai(x, t) =

∫
α(x′ − x, t′ − t)Ai(x

′, t′)dx′t′ is a
convolution of α(−x,−t) with Ai(x, t). It follows
that the correlation function of operators A′i(x, t)
in (x, t)-representation can be represented as a
convolution of the correlation function of
operators Ai(x, t) with the product of functions
α(−xi,−ti).This implies that in
(p, ε)-representation correlation functions of A′i
can be obtained from correlation functions of Ai

by means of multiplication by the product of
functions α̂(pi, εi). Corresponding formulas
remain correct for non-normalized on- shell Green
functions.



Let us assume that we have several types of
(quasi) particles defined as generalized functions
Φk(p) obeying
PΦk = pΦk(p), HΦk(p) = εk(p)Φk(p), where the
functions εk(p) are smooth . For definiteness we
assume that the test functions belong to the
space S of smooth fast decreasing functions. To
guarantee that time translations act in the space
S we should assume that the functions εk(p) have
at most polynomial growth.



Take some good operators Bk ∈ A, obeying
B̂kΦ = Φk(φk). Define B̂k(f, t), where f is a

function of p as
∫
f̃(x, t)B̂k(x, t)dx and f̃(x, t) is

a Fourier transform of f(p)e−iεk(p)t with respect
to p. Notice that

B̂k(f, t)Φ = Φk(fφk)

does not depend on t.
Sometimes it is convenient to represent B̂k(f, t)
in the form

B̂k(f, t) =

∫
dpf(p)eiεk(p)tB̂k(p, t)

where B̂k(p, t) =
∫
dxe−ipxB̂k(x, t). (We

understand B̂k(p, t) as a a generalized function of
p.)



Let us consider vectors
Ψ(k1, f1, . . . , kn, fn|t1, . . . , tn) =

B̂k1(f1, t1) · · · B̂kn(fn, tn)Φ
We assume that f1, . . . , fn have compact support.
Let us introduce the notation vi(p) = ∇εki(p).
The set of all vi(p) such that fi(p) 6= 0 will be
denoted Ui. We assume that the sets Ui (the
closures of Ui) do not overlap. This assumption
will be called NO condition in what follows.



Then assuming asymptotic commutativity one
can prove that the vector
Ψ(k1, f1, . . . , kn, fn|t1, . . . , tn)
has a limit denoted by
Ψ(k1, f1, . . . , kn, fn| ±∞)
as ti →∞ or ti → −∞. The set spanned by
these limits will be denoted D+ or D−.
Notice that the assumption that the sets Ui do
not intersect (NO condition) can be omitted if
the space-time dimension is ≥ 4. In these
dimensions we can drop the NO condition
defining the sets D±.



The existence of the limit of the vectors Ψ allows
us to define Møller matrices. We introduce the
Hilbert space Has as a Fock representation for the
operators a+k (f), ak(f) obeying canonical
commutation relations. ( Let us emphasize that
in our notations the operator ak(f) is linear with
respect to f and the operator a+k (f) is is
conjugate to ak(f̄), hence it is also linear with
respect to f .)
We define Møller matrices S− and S+ as
operators defined on Has and taking values in H̄
by the formula

Ψ(k1, f1, . . . , kn, fn|±∞) = S±(a+k1(f1φk1) . . . a
+
kn

(fnφkn)θ)

This formula specifies S± on a dense subset of the
Hilbert space Has. These operators are isometric,
hence they can be extended to Has by continuity.



One can say that the vector
e−iHtΨ(k1, f1, . . . , kn, fn| ±∞) =
Ψ(k1, f1e

−iεk1t, . . . , kn, fne
−iεknt| ±∞)

describes the evolution of a state corresponding
to a collection of n particles with wave functions
f1φ1e

−iεk1t,. . . ,fnφne
−iεknt as t→ ±∞.



The definition of S± that we gave specifies these
operators as multi-valued maps (for example we
can use different good operators in the
construction and it is not clear whether we get
the same answer). However, we can check that
this map is isometric and every multi-valued
isometric map is really single-valued. In
particular, this means that the definition does
not depend on the choice of good operators. It
follows also that the vector
Ψ(k1, f1, ..., kn, fn| ±∞) does not change when we
permute the arguments (ki, fi) and (kj, fj).



To prove that the map is isometric we express the
inner product of two vectors of the form Ψ(t) in
terms of truncated correlation functions. Only
two-point truncated correlation functions survive
in the limit t→ ±∞. This allows us to say that
the map is isometric.



Let us define in- and out -operators by the
formulas

ain(f)S− = S−a(f), a+in(f)S− = S−a
+(f),

aout(f)S+ = S+a(f), a+out(f)S+ = S+a
+(f).

(For simplicity of notations we consider the case
when we have only one type of particles. If we
have several types of particles, in- and
out-operators as well as the operators a+, a are
labelled by a pair (k, f) where f is a test function
and k characterizes the type of particle.) These
operators are defined on the image of S− and S+

correspondingly.



a+in(fφ) = limt→−∞ B̂(f, t),

a+out(fφ) = limt→∞ B̂(f, t),
The limit is understood as a strong limit. It
exists on the set of vectors of the form
Ψ(k1, f1, . . . , kn, fn|±) (with NO assumption for
d < 3) The proof follows immediately from the
fact that taking the limit ti →∞ in the vectors
Ψ(k1, f1, . . . , kn, fn|t1, . . . , tn) we can first take the
limit for i > 1 and then the limit t1 →∞.



a+in(fφ)Ψ(f1, . . . , fn|−∞) = Ψ(f, f1, . . . , fn|−∞),

a+out(fφ)Ψ(f1, . . . , fn|∞) = Ψ(f, f1, . . . , fn|∞).

Similarly,

ain(f)Ψ(φ−1f, f1, . . . , fn|−∞) = Ψ(f1, . . . , fn|−∞),

aout(f)Ψ(φ−1f, f1, . . . , fn|∞) = Ψ(f1, . . . , fn|∞).



If the operators S+ and S− are unitary, we say
that the theory has a particle interpretation. In
this case (and also in the more general case when
the image of S− coincides with the image of S+),
we can define the scattering matrix

S = S∗+S−.

The scattering matrix is a unitary operator in
Has. Its matrix elements in the basis
|p1, . . . ,pn〉 = 1

n!a
+(p1) . . . a

+(pn)θ (scattering
amplitudes) can be expressed in terms of in- and
out-operators:
Smn(p1, . . . ,pm|q1, . . . ,qn) =
〈a+in(q1) . . . a

+
in(qn)Φ, a

+
out(p1) . . . a

+
out(pm)Φ〉

In this formula and in what follows we omit
numerical factors (m!)−1(n!)−1.
Effective cross-sections can be expressed in terms
of the squares of scattering amplitudes.



Notice that only when ω is a ground state can
one hope that the particle interpretations exists.
In other cases instead of a scattering matrix and
cross-sections one should consider inclusive
scattering matrix and inclusive cross-sections.
The above formula is proved only for the case
when all values of momenta pi,qj are distinct .
(More precisely, we should assume that all vectors
v(pi) = ∇ε(pi),v(qj) = ∇ε(qj) are distinct, but
in the case when the function ε(p) is strongly
convex it is sufficient to assume that pi,qj are
distinct.) This formula should be understood in
the sense of generalized functions and as test
functions we should take collections of functions
fi(pi), gj(qj) with non-overlapping U(fi), U(gj).



Let us write this in more detail:
Smn(f1, . . . , fm|g1, . . . , gn) =∫
dmpdnq

∏
fi(pi)

∏
gj(qj)Smn(p1, . . . ,pm|q1, . . . ,qn) =

〈a+in(g1) . . . a+in(gn)Φ, a+out(f̄1) . . . a+out(f̄m)Φ〉
We obtain

Smn(f1, , fm|g1, . . . , gn) =

limt→∞,τ→−∞〈Φ|B̂(f̄mφ
−1, t)∗ . . . B̂(f̄1φ

−1, t)∗×
B̂(g1φ

−1, τ) . . . B̂(gnφ
−1, τ))|Φ〉 =

limt→∞,τ→−∞ ω(B(f̄mφ̄
−1, t)∗ . . . B(f̄1φ̄

−1, t)∗×
B(g1φ

−1, τ) . . . B(gnφ
−1, τ))

where B(f, t)∗ =
∫
dxB∗(x, t)f̃(x, t).



Notice that in the same way we can obtain a
more general formula
Smn(f1, . . . , fm|g1, . . . , gn) =
limti→∞,τj→−∞ ω(Bm(f̄mφ

−1
m , tm)∗ . . . B1(f̄1φ

−1
1 , t1)

∗×
Bm+1(g1φ

−1
m+1, τ1) . . . Bm+n(gnφ

−1
m+n, τn))

where Bi are different good operators and
BiΦ = Φ(φi). Due to NO condition the ordering
of factors with ti tending to infinity is irrelevant.
The same is true for factors with τj → −∞. This
means that we can assume that the factors in this
formula are time ordered.



One can represent this formula in the form
Smn(f1, . . . , fm|g1, . . . , gn) =∫
dm+np limti→∞,τj→−∞〈Φ|fmφ̄−1m eiεm(pm)tmB̂m(pm, tm)∗×

...f1φ̄
−1
1 eiε1(p1)t1B̂1(p1, t1)

∗×
g1φ

−1
m+1e

−iεm+1(pm+1)τ1B̂m+1(pm+1, τn)...×
gnφ

−1
m+ne

−iεm+n(pm+n)τnB̂m+n(pm+n, τn)|Φ〉



Equivalently we can write
Smn(p1, . . . ,pm|pm+1 . . . ,pm+n) =

limt1,...,tm→∞,tm+1,...,tm+n→−∞〈Φ|φ̄−1m eiεm(pm)tmB̂m(pm, tm)∗×
...φ̄−11 eiε1(p1)t1B̂1(p1, t1)

∗×
φ−1m+1e

−iεm+1(pm+1)tm+1B̂m+1(pm+1, tm+1)...×
φ−1m+ne

−iεm+n(pm+n),tm+nB̂m+n(pm+n, tm+n)|Φ〉
Notice that here we also can assume that the
factors are time ordered.
Green function! LSZ is proved.


